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Wiener–Kolmogorov Filtering of Finite Stationary Sequences

It is assumed that the data vector y is the sum of two statistically independent
components, which are the signal vector ⇠ and the noise vector ⌘:

y = ⇠ + ⌘. (1)

Their first and second moments are

E(⇠) = 0, D(⇠) = ⌦⇠,

E(⌘) = 0, D(⌘) = ⌦⌘,

and C(⇠, ⌘) = 0.

(2)

If the data are generated by a Gaussian processes, then the process will be
characterised completely by these moments.

Minimum-mean-sqare-error estimates

The conditional expectations of the components, which are their minimum-
mean-sqare-error estimates and also their so-called Wiener–Kolmogorov esti-
mates, are

E(⇠|y) = E(⇠) + C(⇠, y)D�1(y){y � E(y)} (3)

= ⌦⇠(⌦⇠ + ⌦⌘)
�1

y = x,

E(⌘|y) = E(⌘) + C(⌘, y)D�1(y){y � E(y)} (4)

= ⌦⌘(⌦⇠ + ⌦⌘)
�1

y = h.

The filtering of trended data

We assume that the intention is to decompose trended data into two com-
plementary components, which can be recombined to recreate the original data.
These are a low-frequency tend-cycle component and a high-frequency residual
or noise component. The decomposition can be achieved in various ways.
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Filtering in the time domain

The trended data can be processed directly by a low pass FIR (finite impulse
response) filter. This will require the provision of some extra-sample data to
allow for the fact that, otherwise, a filter of 2m+ 1 coe�cients cannot process
the first m and last m elements of the data. Alternatively, the filter can be
collapsed as it nears the ends of the sample and the filter coe�cients can be
modified accordingly.

The Henderson FIR filter

The filter of Henderson (1916, 1924) provides a good example of such a
device that can be applied directly to the data. Adaptations that allow the
filter to reach the ends of the sample have be provided by Musgrave (1964a, b).

Di↵erencing the data

The data can be rendered stationary by di↵erencing (usually by double
di↵erencing). Thereafter, the di↵erenced data is filtered and the resulting se-
quence is re-inflated by anti-di↵erencing or summation. This requires the pro-
vision of some of starting values equal in number to the degree of di↵erencing.

If the process of di↵erencing and re-inflation is applied in the context
of a finite-sample Wiener–Kolmogorov estimation, then it can be shown that
the re-inflation of the low pass component with estimated initial conditions is
equivalent to subtracting the estimate of the high pass component from the
data.

Let the di↵erenced data vector be denoted by g = Q

0
y. Then, applying Q

0

to the equation y = ⇠ + ⌘ gives

Q

0
y = Q

0
⇠ +Q

0
⌘

= � +  = g.

(5)

The expectations and the dispersion matrices of the component vectors are

E(�) = 0, D(�) = ⌦�,

E() = 0, D() = �

2
⌫Q

0⌦⌘Q.

(6)

Trended data and Wiener–Kolmogorov estimates

The conditional expectation of the high-frequency component, which is its
Wiener–Kolmogorov estimate, is

h = E(⌘|g) = E(⌘) + C(⌘, g)D�1(g){g � E(g)}

= C(⌘, g)D�1(g)g,
(7)

and, in view of (6), this becomes

h = ⌦⌘Q(⌦� +Q

0⌦⌘Q)�1
Q

0
y, (8)
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whence the estimate of the trend-cycle component is

x = y � h = {I � ⌦⌘Q(⌦� +Q

0⌦⌘Q)�1
Q

0}y. (9)

The data can also be reduced to stationarity by extracting a polynomial
trend function. The polynomial residuals are subjected to a low pass filter. To
create the trend-cycle, the filtered sequence can be added to the polynomial.

Filtering in the Frequency Domain

If the data sequence is stationary, which it might be in consequence of di↵er-
encing or of trend extraction, then the filtering can take place in the frequency
domain. The data are translated to the frequency domain by a Fourier trans-
form. Then, the Fourier ordinates are modulated by factors that are indicated
by the desired frequency response function. The modified ordinates are trans-
lated back to the time domain by an inverse Fourier transform.

The Fourier transform and the Fourier synthesis

The relationship between the data sequence {yt; t = 0, 1, . . . , T � 1} and
the Fourier ordinates {⇣j ; j = 0, 1, . . . , T � 1} is represented by

yt =
T�1X

j=0

⇣je
i!jt  ! ⇣j =

1

T

T�1X

t=0

yte
�i!jt

, where !j =
2⇡j

T

. (10)

The first of these equations, which depicts the inverse Fourier transform, rep-
resents the Fourier synthesis of the data, whereas the second equation depicts
the direct Fourier transform of the data.

The data can also be expressed in terms of a set of mutually orthogonal
trigonometric functions:

yt =

[T/2]X

j=0

(↵j cos!jt+ �j sin!jt), (11)

where [T/2] is the quotient (i.e. the integral part) of T/2. The coe�cients of
this equation are

↵j = ⇣j + ⇣T�j and �j = i(⇣j � ⇣T�j), (12)

whereas, according to Euler’s equations, there are

cos ✓ =
e

i✓ + e

�i✓

2
and sin ✓ =

�i
2
(ei✓ � e

�i✓) =
1

2i
(ei✓ � e

�i✓). (13)

The coe�cients of equation (11) are obtained by projecting the data onto the
trigonometrical functions, which gives

↵0 =
1

T

X

t

yt = ȳ, ↵j =
2

T

X

t

yt cos!jt and �j =
2

T

X

t

yt sin!jt. (14)
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In choosing an appropriate frequency response by which to modulate the
ordinates or the coe�cients, there is more flexibility in the frequency-domain
approach than there is in the time-domain approach

Circular and periodic data

In a Fourier analysis, the data sequence is regarded as a single cycle of a
periodic or circular process. For the end-of-sample problem, this means that
the pre-sample and post-sample values are proxied by values from the other
end of the sequence, which seems like a bad idea.

Therefore, it is proposed to interpolate a segment of dummy data between
the end and the beginning of the circular data sequence. This can be created
by combing segments from the beginning and the end of the data. The weights
of the combination, which must add to one, are governed by a logistic curve,
provided by a raised cosine function.

Inflating the Fourier ordinates

The Fourier method can be applied to data that have been reduced to
stationarity, either by taking di↵erences or by extracting a polynomial trend
function.

In the case of a high pass or band pass filtering of di↵erenced data, the
necessary re-inflation can take place in the frequency domain before translating
the results back to the time domain.

In that case, the first step is to apply a centralised di↵erence operator
to the original data in the time domain. If L represents the time-domain lag
operator, then the centralised second di↵erence of the data sequence y(t) is

�(L)y(t) = {2� (L+ L

�1)}y(t) = �y(t� 1) + 2y(t)� y(t+ 1). (15)

The end e↵ects associated with the operation concern only single points from
either end of the data.

The time-domain operator �(L) translates to the following frequency-
domain operator:

�(!) = 2� 2 cos(!) = 4 sin2(!/2). (16)

The re-inflation of the high pass or band pass component can be achieved by
dividing the filtered Fourier ordinates by this function before carrying them
back to the time domain.
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↵j cos!jt+ �j sin!jt = (⇣j + ⇣T�j)

✓
e

i!jt + e

�i!jt

2

◆

+ i(⇣j � ⇣T�j)

✓
e

i!jt � e

�i!jt

2i

◆

= ⇣je
i!jt + ⇣T�je

�i!jt
.

(⇤)
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