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Abstract: In empirical demand, industrial organization, and labor economics, prices

are often unobserved since they may only be recorded when an agent transacts. This

partial observability of prices is known to lead to a number of identification problems.

However, in this paper, we show that theory-consistent demand analysis remains fea-

sible in the presence of partially observed prices, and hence partially observed implied

budget sets, even if we are agnostic about the nature of the missing prices. Our revealed

preference approach is empirically meaningful and easy to implement. We illustrate

using simple examples.
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1. Introduction

It is extremely common for consumer microdata to contain incomplete observations on

prices since prices are typically only observed when a transaction occurs.1 The combination

of missing prices and zero demands is often a feature of many observational data sets and

presents numerous challenges to empirical work. These problems are usually amplified when

the data involved are high dimensional, and as a consequence, when a large number of zero

demands are observed simultaneously.

To give a motivating example from a relatively new source of data that is potentially

extremely valuable but which suffers from missing prices, consider electronically gathered

consumer panel data (sometimes known as scanner data). The increased availability of these

data has made it possible to carry out a wide range of new empirical work on consumer

demand and industrial organization, particularly involving highly differentiated and disag-

gregated goods, often down to the stock-keeping unit (SKU) barcode. The key features of

such data sets are that (i) the number of products is typically very large, (ii) many goods

are only available in discrete amounts, (iii) there are many instances of zero demands, and

(iv) prices are only recorded when a consumer makes a purchase. As a consequence, while

quantities and expenditures are fully observed for every item (where both are equal to zero

when a product is not purchased), prices are only partially observed. The price data for

an individual consumer are, in fact, very likely to be extremely sparse. As an example,

consider a typical consumer drawn from the Kantar Worldpanel,2 who was observed to have

purchased 2,901 different products over the course of 207 days. This amounts to 600,507

product/day observations. However, most products were purchased rarely (60% only once,

and 81% three times or fewer), and as a result, 591,073 (or 98.4%) of the corresponding prices

were unobserved. The problem of zero purchases and partially observed prices is therefore

extremely prominent in these new rich scanner data sets.

The fundamental problem stemming from partially observed prices is that, as an observer,

one is never able to fully infer the consumer’s choice set, i.e., the analyst has incomplete in-

formation about alternatives which an individual might have selected but did not purchase.

1 As an example, the wage of a worker is only observed when that individual is employed.
2 The Kantar Worldpanel is a representative rolling panel of British households who scan all home food

purchases, much like Nielsen home scanner data in the US.
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This makes it extremely difficult to infer the decision maker’s preferences from observed

choice behavior.3 It would appear that strong economic assumptions plus advanced econo-

metric machinery would be necessary in order to make any progress when zero demands and

partially observed prices are a significant feature of the data. The objective of this paper is

to show that this is not necessarily the case.

We present a novel result, which is elementary, illuminating, and constructive, and which

serves as an agnostic point of departure for thinking about the problem of partial price ob-

servability. We show that it is possible to carry out both positive and normative economic

analysis of demand and consumer behavior even in the presence of partially observed prices.

Perhaps somewhat surprisingly, we are able to do so using classical revealed preference argu-

ments in consumer choice. At first glance, it would seem that the revealed preference methods

of Samuelson (1938, 1948), Afriat (1967), Diewert (1973), and Varian (1982) could have no

great purchase on a problem with partially observed prices, since the arguments themselves

are normally constructed from fully observed price and consumption vectors. However, we

show this not to be the case. We also provide a set of examples which demonstrate how to ap-

ply our results in order to test microdata for consistency with the maximization hypothesis,

to make demand predictions out-of-sample, and to perform welfare analysis.

2. Data Setting

Consider a finite set of repeated observations on an individual consumer. Suppose that

there are K goods, each indexed by k ∈ {1, 2, . . . , K}, and T observations, each indexed by

t ∈ {1, 2, . . . , T}. Let xtk ∈ R+ denote the consumer’s demand for good k at observation t, and

let her corresponding consumption bundle be given by xt = (xt1, x
t
2, . . . , x

t
K) ≥ 0. Note that

while we assume, for expositional simplicity, that the consumption set is classical, i.e., there

are a finite number of infinitely divisible goods that can be consumed in continuous amounts,

the framework and the results to follow can accommodate a coarse granularity or discreteness

3 Manski (2003) studies a number of statistical identification problems that relate to partial data of this

type, e.g., how to estimate the joint distribution of prices, or a feature of that distribution such as its mean.

A number of important papers (e.g., Heckman (1979), Wales and Woodland (1983), Deaton and Irish (1984),

Keen (1986), Lee and Pitt (1986), Atkinson, Gomulka, and Stern (1990), and Meghir and Robin (1992))

study the problems of estimating demand and/or recovering consumer preferences in the presence of data

which feature missing prices.
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in the consumption space without any difficulty or significant modification whatsoever.4 We

denote the price of good k at observation t by ptk ∈ R++ and the corresponding price vector

by pt = (pt1, p
t
2, . . . , p

t
K)� 0. In an observational setting, a data set is then given by

D =
{(
ptk |xtk > 0, xtk

)}t=1,2,...,T

k=1,2,...,K
,

that is, we observe all of the demands, but prices are only observed conditional on a non-zero

demand. The data set contains no information about ptk |xtk = 0.

As an example, with 6 goods and 4 observations, the schematics of a data set for an

individual consumer might look something like this:

X =



x11 0 0 x41

0 x22 x32 0

x13 0 x33 x43

0 0 0 0

0 0 x35 0

0 0 0 0


, P =



p11 · · p41

· p22 p32 ·

p13 · p33 p43

· · · ·

· · p35 ·

· · · ·


.

The goods are arranged in rows, and the observations in columns. In this example, the

consumer purchases good 3 frequently, goods 1 and 2 only occasionally, good 5 rarely, and

goods 4 and 6 never at all. The majority (two thirds) of the price data are missing.

3. Treatments for Missing Prices

In labor economics, where missing prices are the wages of workers who are not in em-

ployment, the conventional assumption is often that labor force participation does not occur

4 For data sets in which zero demands and partially observed prices are a significant feature, it is also the

case that many goods are only available in discrete amounts. To accommodate this without complicating

the exposition, we make use of the results in Polisson and Quah (2013), which state that if a consumer’s

preference over a set of discrete goods is weakly separable from at least one infinitely divisible outside good,

then as long as overall utility is strictly increasing in such an outside good, discreteness adds no complications

to the usual analysis, i.e., price and demand observations of the discrete goods obey the Generalized Axiom

of Revealed Preference (GARP) if and only if the consumer is maximizing utility. In our setting, an infinitely

divisible outside good is simply any money that remains if a consumer fails to exhaust her budget on discrete

consumption. Therefore, since GARP is necessary and sufficient for utility maximization both in continuous

and discrete consumption spaces (subject to the preceding argument), and since the use of money as an

outside option is uncontroversial in the current empirical practice surrounding discrete choice models, we

make use of this result in order to simplify the exposition and make the heuristic assumption that xtk ∈ R+.
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at random, nor is it the case that work is unavailable, but rather that the wage offer is

lower than the individual’s reservation wage. The estimation of labor supply models there-

fore needs to take into account choices on both extensive and intensive margins with this

choice-driven selection problem in mind.

In the context of demand estimation, missing prices usually occur across many goods

simultaneously. Zero purchases might arise for several reasons; it may be, as in the labor

supply case, that the offer price is above the individual’s reservation price; it may be that

the product is unavailable; it may be a consequence of a form of measurement error typically

described as the ‘infrequency of purchase’ problem. Since infrequency of purchase is usually

assumed to be a measurement error issue, it is commonly dealt with by adopting an instru-

mental variables approach.5 Zero demands that are a consequence of rationing have, to our

knowledge, only been studied in the context of a single good. In such a case, the demand

for this good is estimated using any non-zero observations and the support price inferred

via some form of extrapolation.6 Zero purchases which are a consequence of the offer price

being above the individual’s reservation price can be dealt with using the methods in Wales

and Woodland (1983) or Lee and Pitt (1986).

However, it would seem that the latter two approaches to this particular selection problem

are rarely, if ever, applied in empirical practice. Wales and Woodland (1983) make use

of the direct utility function and the Kuhn-Tucker conditions of the corresponding utility

maximization problem to construct a likelihood function that is composed of contributions

from the densities for every possible consumption pattern. For data sets with K goods,

N of which are consumed, there are
∑K

N=1
K!

N !(K−N)!
possible consumption patterns and

corresponding densities to incorporate. The Lee and Pitt (1986) approach exploits the

dual representation of preferences (and therefore can make use of a richer set of available

parametric demand systems) and virtual prices that can be estimated as part of the problem.

It is important to note that both approaches depend heavily on functional form assumptions

over preferences. More problematically, however, both methods also seem to be extremely

difficult to apply in empirical practice due to the curse of dimensionality—in the former

case, the analysis is complicated by the number of possible consumption patterns; in the

5 See Keen (1986) and Atkinson, Gomulka, and Stern (1990).
6 See Hausman, Leonard, and Zona (1994) and Hausman (1997).
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latter case, the estimation of many virtual prices for goods not purchased simultaneously

leads to a complex censoring problem, requiring the solution of a large number of multivariate

probability integrals when evaluating the likelihood function. As a result of these difficulties,

rigorous approaches to the analysis of corner solutions do not appear to have been taken up

with much enthusiasm by applied researchers. Instead, practitioners tend to favor more ad

hoc strategies. Broadly speaking, there are two types: aggregation and/or imputation.

The simple aggregation approach is to combine purchases across goods and observations,

thereby reducing the dimensions of the demand system, until zero demands are no longer

a significant problem. The difficulty with this approach is that the prices needed to form

a proper (by this, we mean theory-consistent) price index for the group are not observed.

Instead, an aggregate unit value (group total expenditure divided by group total quantity)

is used as an implicit price index, but this leads to another problem—the ‘price’ of a group

constructed in this way depends on the consumption pattern within that group, and thus

apparent price variation in the group price index is partly a function of preference het-

erogeneity, i.e., two consumers facing identical prices but who have difference tastes would

be measured as having different price indices at the group level. Deaton (1987, 1988) and

Crawford, Laisney, and Preston (2003) discuss some consequences of this problem for de-

mand system estimation. This approach also obscures the fine detail on spending patterns,

which is one of the features that makes scanner data so attractive in the first place.

The imputation approach is to say that for an individual consumer who is missing a

price for a given product/location/time, we are free to search within the broader data set

for another consumer observed to have purchased the same product, in the same location,

at the same time, and then to impute, i.e., replace, the missing price with this transaction

price that has been observed for that other consumer. In high dimensional consumer panel

data, another consequence of the curse of dimensionality is that accurately defined prod-

uct/location/time cells are very likely to be empty,7 so the definitions of these cells tend to

be non-local in practice.8 Even if this is not the case, and even if the imputation is accurate,

7 Note that national/regional pricing schemes in supermarkets may facilitate price matching across a

wider range of locations.
8 Consider, for example, 1,000 observations scattered uniform-randomly in a 10-dimensional unit hyper-

cube [0, 1]10. The probability of an observation occurring in an neighborhood described by a hypercube with

edges of length 0.2 is 0.210, so the expected number of observations in such a neighborhood is 0.0001024;
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simply imputing a missing price in this way and then estimating a regular demand system

as normal is a dubious manner in which to proceed. At their heart, demand systems iden-

tify preferences because relative prices are equal to the local marginal rates of substitution;

sufficient variation in relative prices and income therefore allows the econometrician to trace

out the shape of indifference curve maps. But this is only true for interior solutions as Wales

and Woodford (1983) and Lee and Pitt (1986) make clear. At corners, relative prices only

reveal the local rates of substitution if the consumer is just indifferent between purchasing

and not purchasing, and the econometrician simply cannot assume this.

Therefore, as a summary and as argued by Meghir and Robin (1992),9 the appropriate

solution to missing prices in consumption data generally depends on the reason for having ob-

served zero demands. Different reasons require different solutions by-and-large, and although

different conventional assumptions are made across these contexts, it is often in reality dif-

ficult to know why a consumer did not make a purchase. Somewhat more optimistically,

we show in the next section that empirical demand analysis in the form of heterogeneous

revealed preference is possible even when prices are only partially observed. Furthermore,

meaningful empirical content obtains even under minimal assumptions over preferences.

4. Revealed Preference

We first appeal to some familiar arguments in order to build intuition before establishing

the formal results. Suppose that the true data-generating process for the data described

in the previous section involves the maximization of a stable utility function subject to a

sequence of linear budgets (each determined by exogenously given prices and income) and

rationing constraints.10 At every observation t, the consumer’s constrained optimization

one would need approaching 10 million observations before one could expect to see a single observation in

such a neighborhood.
9 See Meghir and Robin (1992), pp. 54–55.

10 In this paper, we restrict our attention to a static model. It would be straightforward to extend the

ideas developed here to an intertemporal setting using the approach of Browning (1989). It would also be

possible to introduce intertemporal nonseparabilities following Crawford (2010) and Demuynck and Verriest

(2013). This would allow for the possibility of observed or unobserved stocks of durables, the presence of

which might also influence a consumer’s decision to transact. We reserve these and other extensions as topics

of future research in order not to obscure the main insights.
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problem is therefore given by

max
x∈RK

+

u(x) subject to pt · x ≤ et and xtk = 0 for any k ∈ Kt,

where the utility function u is increasing, concave, and continuous, and where et ∈ R++ is the

consumer’s income at observation t, andKt the index set of goods which are unavailable to the

consumer at observation t. Notice that neither et nor Kt are available to the econometrician,

i.e., it is impossible for the analyst to test whether the consumer exhausts her income, and

whether a zero demand is a choice or due to rationing.

If we further assume differentiability of the utility function,11 then for every good k and

at every observation t, the consumer’s first-order conditions are given according to

uk(xt) = λtptk for all xtk > 0,

uk(xt) ≤ λtptk for all xtk = 0, k /∈ Kt,

uk(xt) = λt
(
ptk +

µt
k

λt

)
for all xtk = 0, k ∈ Kt,

where uk(xt) denotes the partial derivative of the utility function u with respect to good k

evaluated at the consumption bundle xt, and where the multiplier λt ∈ R++ is the marginal

utility of income at observation t, and the multiplier µt
k ∈ R++ the marginal (utility) cost

of rationing good k at observation t. The demands generated under these circumstances

can be expressed in terms of unrationed demands by allowing for choice over the entire

product space, but replacing the observed market prices with a vector of ‘support’ prices.12

The support prices are such that an unrationed choice problem would generate exactly the

same demands as those which were generated under rationing. Monotonicity, concavity, and

continuity of the consumer’s utility function are sufficient to guarantee the existence of a

set of strictly positive support prices consistent with any set of demands.13 The support

prices themselves are a mixture of various prices—for purchased goods, they are identical to

observed prices; for goods that are available but not purchased, they are equal to reservation

11 Note that we use differentiability of the utility function here only to develop a simple argument for the

purposes of building intuition; we do not appeal to differentiability in order to establish any formal results.
12 See Hicks (1940), Rothbarth (1941), Neary and Roberts (1980), and Hausman (1997) for seminal

treatments of consumer behavior under rationing and the economic valuation of new goods. See also Varian

(1983) and Fleissig and Whitney (2011) for a revealed preference approach to rationing, and relatedly,

Demuynck and Seel (2014) for a revealed preference approach to limited consideration.
13 See Neary and Roberts (1980), pp. 27–29, for the formal result.
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prices; and for goods that are not available, they are equal to ‘virtual’ prices (the lowest

prices consistent with zero demands in the absence of any rationing constraints). Denoting

the support price of good k at observation t by πt
k ∈ R++, we have

πt
k = ptk for all xtk > 0,

πt
k =

uk(xt)

λt
for all xtk = 0, k /∈ Kt,

πt
k = ptk +

µt
k

λt
for all xtk = 0, k ∈ Kt.

Using these support prices, the observed demand at observation t is simply the solution to

the following unrationed constrained optimization problem:

max
x∈RK

+

u(x) subject to πt · x ≤ et.

In data of this kind, when the demand for a good is zero, the corresponding price is either

unobserved (when the zero purchase is the result of a choice) or unobservable (when the zero

purchase is due to unavailability). There is often no obvious way for a researcher to identify

which type of zero purchase obtains.

What restrictions, if any, does economic theory imply about consumer behavior in such

circumstances when prices (and hence implied budget sets) are only partially observed? The

following definition sets out formally what is required in order to rationalize the data set

D = {(ptk |xtk > 0, xtk)}t=1,2,...,T
k=1,2,...,K .

Definition 1. A utility function u : RK
+ → R rationalizes the data set D if there exist support

prices πt ∈ RK
++ (with πt

k = ptk for any xtk > 0) such that, at every observation t = 1, 2, . . . , T ,

u(xt) ≥ u(x) for any x ∈ {x ∈ RK
+ : πt · x ≤ πt · xt}.

The above definition simply states that in order to rationalize the observed behavior,

there must exist a utility function and corresponding support prices such that the observed

choices are indeed maximizing. Our main result is below.

Proposition 1. The following statements are equivalent:

(1) The data set D is rationalizable by a nonsatiated utility function u : RK
+ → R.
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(2) The data set D is rationalizable by a utility function u : RK
+ → R, which is increasing,

concave, and continuous.

(3) Given the data set D, at every observation t = 1, 2, . . . , T , there exist numbers ut ∈ R

and λt ∈ R++, and vectors ρt ∈ RK
++, such that

ut
′ ≤ ut + ρt · (xt′ − xt) for all t, t′ = 1, 2, . . . , T,

ρtk = λtptk (for any xtk > 0) for all k = 1, 2, . . . , K, t = 1, 2, . . . , T.

Proof. The proof is given in the Appendix.

Our main proposition establishes a set of necessary and sufficient conditions for maxi-

mizing behavior in the presence of partially observed prices. The following remarks help to

situate the result within the revealed preference literature, and more broadly, as a point of

departure for treating missing prices in high dimensional consumer panel data.

(i) The equivalence between statements (1) and (2) implies that monotonicity, concavity,

and continuity of the utility function are without loss of generality. As in the classical

setting when prices are fully observed, these additional properties of the utility function

(beyond nonsatiation) are untestable in a finite data setting, i.e., we get them for free.

(ii) Statement (3) reveals that the problem is linear, and therefore easily solvable, using

computationally efficient algorithms.

(iii) The support prices themselves are potentially a mixture of observed prices, reservation

prices, and virtual prices. Notice that reservation prices and virtual prices can actually

be constructed from the (not necessarily unique) solution to the set of inequalities in

statement (3). Further note that in the absence of any identifying information about

the nature of a zero demand, we are unable to empirically identify reservation prices

and virtual prices.14 Nonetheless, as Proposition 1 indicates, and as the examples in

the next section illustrate, it is not necessary to draw such a distinction.

14 The support price of good k at observation t can be recovered according to πt
k = ρtk/λ

t. Notice that

πt
k = ptk when prices are observed, and that we can construct πt

k = uk(xt)/λt or πt
k = ptk +µt

k/λ
t when prices

are unobserved or unobservable.
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(iv) Products that are never purchased can be excluded from the rationalizability analysis

entirely since they provide no further restrictions on the data.15

(v) In many of the data sets where zero purchases and their corresponding missing prices

might arise, it is also the case that many goods are only available in discrete amounts.

As we noted earlier in the paper, Polisson and Quah (2013) develop a revealed prefer-

ence approach in a discrete consumption space. In this classical setting, the availability

of some goods in continuous amounts or an unobserved outside good (typically money)

available in continuous amounts is enough to ensure that discreteness adds no impor-

tant complications to the usual arguments; the same applies in a setting in which prices

are only partially observed.

(vi) Afriat’s (1967) Theorem obtains when prices are fully observed.

(vii) If the price of a good that is purchased at least once is never observed, then the

restrictions on the data are vacuously satisfied and any choice behavior is rationalizable.

This is not a circumstance that deserves much emphasis here, primarily since the data

structure of interest precludes it, but nonetheless it is worth noting that Proposition 1

delivers the same result as Theorem 1 in Varian (1988) under these circumstances.

(viii) Blow, Browning, and Crawford (2008) provide a revealed preference analysis of the

characteristics model, a framework which was initially put forward by Gorman (1956)

and Lancaster (1966). In this context, Blow, Browning, and Crawford (2008) note

that when allowing for missing prices, any unobserved price can be set arbitrarily high,

which reduces the number of conditions on the data that need to be checked. In the

special case where each good is a characteristic, conditional (L) of Theorem 2 in Blow,

Browning, and Crawford (2008) then coincides with statement (2) of Proposition 1.

What is important to note here is that Proposition 1 is a distinctly more general result

since it establishes the complete analog to the original Afriat (1967) theorem (minus

GARP) allowing for missing prices, i.e., an equivalence between weaker and stronger

notions of rationalizability, meaning that monotonicity, concavity, and continuity of

15 This claim may no longer hold if we are interested in making demand predictions or conducting welfare

analysis at hypothetical budgets. See the following section.
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the utility function can be assumed without cost in such environment. While this is

not particularly difficult to show, it is important to highlight. As a consequence of

these flexible features, we are able to carry out the full extent of demand analysis.

(ix) Proposition 1 can be used to make demand predictions and conduct welfare analysis

following an approach first developed by Varian (1982), and later extended by Blundell,

Browning, and Crawford (2003, 2007, 2008) and Blundell et al. (2015).

To elaborate on this last point, given the data set D = {(ptk |xtk > 0, xtk)}t=1,2,...,T
k=1,2,...,K , for

some hypothetical normalized price vector p0 ∈ RK
++, we can define the set of consumption

bundles which are rationalizable at this price vector according to

S(p0 | D) = {x0 ∈ RK
+ : p0 · x0 = 1, D ∪ {(p0, x0)} is rationalizable},

i.e., the set of demand predictions at a hypothetical budget must be consistent with the

observed data. The following proposition is important in empirical work.

Proposition 2. Given any data set D which satisfies the conditions in Proposition 1, the

support set S(p0 | D) is convex.

Proof. The proof is given in the Appendix.

Convexity of the support set is an extremely important property both for describing

bounds on demand responses and making welfare comparisons (see, e.g., Blundell, Browning,

and Crawford (2003, 2007, 2008) and Blundell et al. (2015)). It is therefore useful and

significant that this property is preserved in a situation where prices are only partially

observed. Notice that if all prices are fully observed and we have access to the complete data

set O = {(ptk, xtk)}t=1,2,...,T
k=1,2,...,K , i.e, any zero demands are known to be corner solutions, then

the standard Varian (1982) support set S(p0 | O) obtains. Further notice that in general

S(p0 | O) ⊆ S(p0 | D), and therefore that the coverage probability of the ‘true’ support set

by the support set available when prices are only partially observed is equal to one.

To summarize, economic theory provides empirically meaningful restrictions on observ-

ables even when prices are only partially observed, i.e., observed only when the consumer

transacts. These restrictions allow choice behavior to be examined for consistency with

12



utility maximization without imposing heavy economic assumptions and/or importing com-

plicated econometric machinery, and without aggregating/imputing missing prices. Subject

to these conditions being satisfied, tractable procedures are available to provide bounds on

demand forecasts and welfare measures.

5. Examples

In this section, we provide a number of simple examples to illustrate how our main results

can be used to carry out all of the principal tasks of empirical work in consumer demand, i.e.,

testing utility maximization, predicting new demands, and performing welfare analysis, even

in the presence of partially observed prices. We have confined ourselves in all examples to low

dimensional problems, i.e., relatively few products and observations, and a large proportion

of missing prices/zero demands for a number of important reasons.

Firstly, if observable choice behavior is not rationalizable, then a low dimensional envi-

ronment makes it easier to see what, in the data themselves, is giving rise to such a result (as

we shall see). With many goods and observations, this is likely to become much more opaque.

Secondly, the most important differences, both theoretically and computationally, between

an environment with K as opposed to K + 1 goods arise when moving from two to three

goods. This is because the Weak Axiom of Revealed Preference (WARP) is a necessary and

sufficient condition for rationalizability with only two goods, and WARP does not involve

the transitivity of preferences. Any violation of WARP via an intransitivity in a two-good

environment is necessarily also a direct violation of WARP, and so transitivity adds no em-

pirical content in a two-good environment. In a three-good environment it adds a very great

deal (see, e.g., Kihlstrom, Mas-Colell, and Sonnenschein (1976)). Therefore, in terms of the

empirical demands of consumer theory as well as its computational complexity, moving from

three to four goods, or from three to forty goods, adds little of substance. Thirdly, the choice

of relatively few observations in each example is again purposeful, since it is well known that

the ability of revealed preference techniques to detect violations is weakly increasing in the

number of observations (see, e.g., Blundell, Browning, and Crawford (2003, 2007, 2008)). In

an environment with missing data and few observations, it might be easy to assume that

revealed preference techniques would have little or no ability to restrict consumer behavior.

Our choice of examples is designed to show that this is not the case.
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5.1 Falsifiability

We begin by illustrating how our results can be used to determine whether a data set

with partially observed prices can be rationalized by utility maximization, and we consider

a data set with 3 goods and 5 observations on a single consumer, represented by

X =


5 0 4 2 1

2 4 0 5 3

0 0 4 0 1

 , P =


5 · 3 4 2

4 5 · 4 1

· · 3 · 2

 ,

with goods arranged in rows and observations in columns.

In this data set, we have only a few observations, and one third of the prices are missing.

Yet this is an example of a data set which is not rationalizable, i.e., there do not exist any

prices that support the observed consumption choices as having arisen from the maximization

of a nonsatiated utility function. And it is relatively easy to see why.

Figure 1: Nonrationalizable Choices

Figure 1 depicts the data. The budgets for all but observation 5 are partially observed.

The observations of interest are 1 and 4, in which good 3 has zero demand but in which
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there are positive demands for goods 1 and 2. If we focus on these, then we have

X ′ =


5 2

2 5

0 0

 , P ′ =


5 4

4 4

· ·

 .

Products which are never purchased can be excluded since they add no restrictions on con-

sumer behavior, and so we are simply left with

X ′′ =

5 2

2 5

 , P ′′ =

5 4

4 4

 ,

which clearly violates any notion of rationality in the sense that (2, 5) is purchased when

(5, 2) is exactly affordable, but (5, 2) is purchased when (2, 5) costs strictly less. Another

way to understand this violation is that whatever were the prices of the third good at these

two observations, the demands are both zero, and therefore the third good is irrelevant when

assessing whether or not one bundle was affordable when the other was chosen. This is

illustrated plainly in Figure 1—observations 1 and 4 clearly violate the revealed preference

restrictions regardless of the price of the third good.

As an example of a data set which is rationalizable, consider the following:

X =


1 1 1 0 4

0 2 0 1 0

1 2 1 4 4

 , P =


3 2 5 · 5

· 2 · 2 ·

4 4 1 4 4

 .

Here we have as many goods and observations as in the first example, which was not ratio-

nalizable, and one less missing price. In such a situation, one might expect it to be easier

to reject utility maximization since we have access to more information on prices, but the

data are in fact rationalizable. To illustrate that this is not a vacuous achievement, i.e., an

‘anything goes’ result, note that we are able to distinguish between support prices which are

theory-consistent versus theory-inconsistent. Consider the price matrices

Π =


3 2 5 4 5

4 2 4 2 4

4 4 1 4 4

 , Π′ =


3 2 5 5 5

4 2 2 2 3

4 4 1 4 4

 .
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The set of demands given above is rationalizable by Π (which is therefore a valid set of

support prices) but not Π′ (which is invalid).

What this example also illustrates is that our conditions can assist researchers in imputing

prices. It is straightforward to assess whether imputed prices are theory-consistent, and if

not, then it is possible for a researcher to exploit our conditions in order to choose an

alternative but theory-consistent set of imputed prices that are close (in some suitable metric)

to the initial imputation. Essentially this would amount to a minimum distance perturbation

to the imputed prices such that they lie in the set of valid support prices.

5.2 Demand Predictions

The next question one might ask of a data set that is rationalizable is how to exploit the

economic theory in order to make demand predictions at hypothetical or previously unob-

served budgets. Estimating demand functions and bounding demand responses have been

longstanding positive economic objectives in the empirical demand and revealed preference

literatures (see, e.g., Blundell, Browning, and Crawford (2003, 2007, 2008) and Blundell et

al. (2015)). Essentially, one can appeal to the structure of the model of utility maximization

in order to construct any conceivable counterfactuals of interest.

Recall our earlier example which was shown to be rationalizable. Suppose that we are

interested in bounding demands at the means of the observed prices p∗ = (3.75, 2, 3.4) and ex-

penditure e∗ = 16.2. We are therefore interested in the support sets given by S(p0 | {(P,X)})

and S(p0 | {(Π, X)}), where the hypothetical price vector p0 = p∗/e∗ has been normalized.

This is simply the set of forecast demands such that the observed data and the forecast data

satisfy our conditions when pooled together.

With three goods, support sets can be conveniently depicted in two dimensions as budget

shares (wk) on the unit simplex as shown in Figure 2.16 The shaded areas (both light and

dark) together represent the set of forecast budget shares consistent with our conditions and

the data, i.e. S(p0 | {(P,X)}), the set of demands that we are able to predict using our five

16 The orientation is as follows: if a consumer were to devote her entire budget to good 3, then her demand

would lie in the top corner of the simplex; if her demands were such that she had equal budget shares, this

would be represented by a point at the center; if she decided not to purchase good 1, then her demands

would be represented by a point somewhere on the edge connecting the top and the bottom-right corners.
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w1 w2

w3

Figure 2: Support Sets on the Budget Simplex

partial observations. The set is large relative to the outcome space, but recall that we only

have five observations on three goods, and many of the price observations are missing.

Of course, we could make tighter predictions if we actually knew the prices or had reliable

and theory-consisted imputed values. To illustrate the cost of the missing information on

the precision of out-of-sample predictions, we have drawn a darker shaded region using the

imputed prices Π from the example in section 5.1 above. This corresponds to the the support

set S(p0 | {(Π, X)}), which is computed as in Varian (1982) using the theory-consistent Π. In

both cases the set-valued predictions are ‘sharp’ in the sense that they exhaust the empirical

content of both the theory (maximizing behavior) and the data, and the benefit in terms

of precision of ‘knowing’ true prices is clearly illustrated by the manifest shrinking of the

support set. Note that any set of imputed prices where the imputation is done correctly,

i.e., in a way that is consistent with both theory and existing data, necessarily results in a

support set of demand predictions which is a subset of that which can be achieved when

prices are missing.

5.3 Welfare Analysis

Given a data set which satisfies the conditions that we require for basic rationalizability,

and a forecast of demands for budgets which have not previously been observed, the next
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question typically involves some notion of welfare analysis. The typical welfare question

asks what is the welfare cost/benefit to the consumer of facing some observed set of prices

compared to some counterfactual alternative. For example, this counterfactual might be the

result of a tax or benefit change.

Revealed preference methods allow us to compute bounds on money metric welfare mea-

sures, such as compensating variation (CV) and equivalent variation (EV), by putting bounds

on the relevant reference indifference curves and then establishing the minimum cost of reach-

ing these indifference curves using either initial or counterfactual prices. This is described

in the context of fully observed prices and known demands in Varian (1982). Blundell et al.

(2015) show how to adapt this method to accommodate that fact that {(p∗, e∗)} is a coun-

terfactual budget, rather than an observed budget, which implies that the demand forecast

is bounded rather than known. In our missing prices example which was already shown to

be rationalizable, using the results from this paper, it is straightforward to bound the CV

and EV associated with a change in prices and income from, e.g., {(p2, e2)} to {(p∗, e∗)},

by simply modifying the approach of Varian (1982) and Blundell et al (2015). The welfare

bounds in this instance are given by

CV = c(p∗, u∗)− c(p∗, u2) ∈ [1.65, 9.05],

EV = c(p2, u∗)− c(p2, u2) ∈ [0.005, 4.906].

These bounds both show that the consumer’s welfare is higher under the counterfactual

regime than the initial regime, i.e., if the new regime were the result of a tax reform, then

this individual would be better off by a monetary equivalent value which lies within these

bounds. The CV and EV bounds do overlap, but it is clearly possible for them to differ

since preferences may well not be homothetic or quasilinear. Revealed preference tests of

homotheticity and quasilinearity both exist (see Varian (1983) and Brown and Calsamiglia

(2007)). These restrictions could therefore be appended to our results in order to investigate

partially observed prices in these special cases.

6. Conclusions

Consumer panel data with very finely disaggregated products are a relatively new and

potentially very rich source of data for applied work in consumer demand and empirical
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industrial organization. But these data sets and many others also suffer from the perva-

sive problem of partially observed prices. At present, one might argue that most applied

research treats this problem in a manner that is almost certain to be ad hoc, and in many

instances, altogether unsystematic. This paper has shown that economic theory continues

to provide meaningful restrictions, even nonparametrically, in the presence of partially ob-

served prices. We have defined a set of necessary and sufficient conditions for theoretical

consistency and demonstrated how they might be used constructively to make counterfactual

demand predictions and to perform welfare analysis.

Appendix

A.1 Preliminaries

Let O = {(ptk, xtk)}t=1,2,...,T
k=1,2,...,K be a set of observations drawn from a consumer. Each obser-

vation consists of a price vector pt = (pt1, p
t
2, . . . , p

t
K)� 0 and a corresponding consumption

bundle xt = (xt1, x
t
2, . . . , x

t
K) ≥ 0. Given the data set O, we say that (1) xt is directly revealed

preferred to xs (xt �∗ xs) if pt · xs ≤ pt · xt, (2) xt is strictly directly revealed preferred to

xs (xt �∗ xs) if pt · xs < pt · xt, and (3) xt is revealed preferred to xs (xt � xs) if xt �∗ xi,

xi �∗ xj, . . . , xk �∗ xl, xl �∗ xs. The data set O obeys the Generalized Axiom of Revealed

Preference (GARP) so long as xt � xs =⇒ xs �∗ xt.

Now we restrict our attention to the data set D = {(ptk |xtk > 0, xtk)}t=1,2,...,T
k=1,2,...,K and the

notion of rationalizability in Definition 1.

Theorem 1. The following statements are equivalent:

(1) The data set D is rationalizable by a nonsatiated utility function u : RK
+ → R.

(2) Given the data set D, at every observation t = 1, 2, . . . , T , there exist support prices

πt ∈ RK
++ (with πt

k = ptk for any xtk > 0), such that {(πt
k, x

t
k)}t=1,2,...,T

k=1,2,...,K obeys GARP.

(3) Given the data set D, at every observation t = 1, 2, . . . , T , there exist support prices

πt ∈ RK
++ (with πt

k = ptk for any xtk > 0), and numbers ut ∈ R and λt ∈ R++, such that

ut
′ ≤ ut + λtπt · (xt′ − xt) for all t, t′ = 1, 2, . . . , T.

19



(4) The data set D is rationalizable by a utility function u : RK
+ → R, which is increasing,

concave, and continuous.

Proof. See Afriat (1967), Diewert (1973), and Varian (1982).

It is easy to see how Afriat’s Theorem might be adapted to account for the partial ob-

servability of prices, i.e., to establish necessary and sufficient conditions on the data set

D = {(ptk |xtk > 0, xtk)}t=1,2,...,T
k=1,2,...,K . All of the usual results obtain, i.e., the costlessness of as-

suming monotonicity, concavity, and continuity over and above nonsatiation, and the equiv-

alence between checking a no-cycling condition on the data and finding a solution to a set

of inequalities constructed from the data. However, in their current forms, the conditions

in statements (2) and (3) are not implementable; in statement (2), GARP is defined over

a partially observed price vector, and the inequalities in statement (3) are nonlinear, which

is a computationally hard problem. Proposition 1 remedies this by establishing a further

equivalence.

A.2 Proof of Proposition 1

Proof. Necessity: Given the data set D, at every observation t = 1, 2, . . . , T , suppose that

there exist support prices πt ∈ RK
++ (with πt

k = ptk for any xtk > 0), and numbers ut ∈ R and

λt ∈ R++, such that

ut
′ ≤ ut + λtπt · (xt′ − xt) for all t, t′ = 1, 2, . . . , T.

Let ρt = λtπt for all t = 1, 2, . . . , T . Notice that ρt ∈ RK
++ and that ρtk = λtptk for any xtk > 0.

Sufficiency: Given the data set D, at every observation t = 1, 2, . . . , T , suppose that

there exist numbers ut ∈ R and λt ∈ R++, and vectors ρt ∈ RK
++, such that

ut
′ ≤ ut + ρt · (xt′ − xt) for all t, t′ = 1, 2, . . . , T,

ρtk = λtptk (for any xtk > 0) for all k = 1, 2, . . . , K, t = 1, 2, . . . , T.

This implies that, at every observation t = 1, 2, . . . , T , there must also exist numbers ut ∈ R,

λt ∈ R++, and ρtk ∈ R++ (for any xtk = 0), such that

ut
′ ≤ ut + λt

∑
xt
k>0

ptk(xt
′

k − xtk) +
∑
xt
k=0

ρtk(xt
′

k − xtk) for all t, t′ = 1, 2, . . . , T.
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For all k = 1, 2, . . . , K, t = 1, 2, . . . , T , let πt
k = ptk for any xtk > 0 and πt

k = ρtk/λ
t for any

xtk = 0. Notice that πt ∈ RK
++.

A.3 Proof of Proposition 2

Proof. Given the data set D, at every observation t = 1, 2, . . . , T , suppose that there exist

numbers ut ∈ R and λt ∈ R++, and vectors ρt ∈ RK
++, such that

ut
′ ≤ ut + ρt · (xt′ − xt) for all t, t′ = 1, 2, . . . , T,

ρtk = λtptk (for any xtk > 0) for all k = 1, 2, . . . , K, t = 1, 2, . . . , T.

Let vt = ut, µt = λt, and ηt = ρt for all t = 1, 2, . . . , T . Given the data set D, for some

hypothetical price vector p0 ∈ RK
++, choose any x0, y0 ∈ S(p0 | D). (Notice that S(p0 | D)

is non-empty. Since there exist support prices πt ∈ RK
++ (with πt

k = ptk for any xtk > 0)

at every observation t = 1, 2, . . . , T , such that {(πt
k, x

t
k)}t=1,2,...,T

k=1,2,...,K obeys GARP, there is a

convex preference which rationalizes D. In fact, an increasing, concave, and continuous

utility function can be constructed from {(πt
k, x

t
k)}t=1,2,...,T

k=1,2,...,K . Maximizing this function by

choosing x0 ∈ RK
+ subject to p0 · x0 = 1 implies that S(p0 | D) is always non-empty.) First

define u0 and v0 according to

u0 = min
t
{ut + ρt · (x0 − xt)},

v0 = min
t
{vt + ηt · (y0 − xt)},

next define λ0 and µ0 according to

λ0 = max {1,max
t
{(ut − u0)/p0 · (xt − x0) : p0 · (xt − x0) 6= 0}},

µ0 = max {1,max
t
{(vt − v0)/p0 · (xt − y0) : p0 · (xt − y0) 6= 0}},

and lastly, define ρ0 and η0 according to

ρ0 = λ0p0,

η0 = µ0p0.

Notice that u0, v0 ∈ R, λ0, µ0 ∈ R++, and ρ0, η0 ∈ RK
++. For all t = 0, 1, . . . , T , let

wt = αut + (1 − α)vt, γt = αλt + (1 − α)µt, and σt = αρt + (1 − α)ηt for some α ∈ [0, 1].
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Notice that ut = vt = wt, λt = µt = γt, and ρt = ηt = σt for all t = 1, 2, . . . , T . Therefore,

at every observation t = 1, 2, . . . , T , there must exist numbers wt ∈ R and γt ∈ R++, and

vectors σt ∈ RK
++, such that

wt′ ≤ wt + σt · (xt′ − xt) for all t, t′ = 1, 2, . . . , T,

σt
k = γtptk (for any xtk > 0) for all k = 1, 2, . . . , K, t = 1, 2, . . . , T.

Consider two remaining sets of inequalities. In the first set of inequalities, there exist numbers

ut, vt ∈ R for all t = 0, 1, . . . , T , and vectors ρt, ηt ∈ RK
++ for all t = 1, 2, . . . , T , such that

u0 ≤ ut + ρt · (x0 − xt) for all t = 1, 2, . . . , T,

v0 ≤ vt + ηt · (y0 − xt) for all t = 1, 2, . . . , T.

This is guaranteed by the definitions of u0 and v0. For some α ∈ [0, 1], taking a convex

combination of the above inequalities, there exist numbers wt ∈ R for all t = 0, 1, . . . , T , and

vectors σt ∈ RK
++ for all t = 1, 2, . . . , T , such that

w0 ≤ wt + σt · ((αx0 + (1− α)y0)− xt) for all t = 1, 2, . . . , T.

In the second set of inequalities, there exist numbers ut, vt ∈ R for all t = 0, 1, . . . , T , and

numbers λ0, µ0 ∈ R++, such that

ut ≤ u0 + λ0p0 · (xt − x0) for all t = 1, 2, . . . , T,

vt ≤ v0 + µ0p0 · (xt − y0) for all t = 1, 2, . . . , T.

This is guaranteed by the definitions of λ0 and µ0. Since ρ0 = λ0p0, η0 = µ0p0, and

p0 · x0 = p0 · y0 = 1, there exist numbers ut, vt ∈ R for all t = 0, 1, . . . , T , numbers

λ0, µ0 ∈ R++, and vectors ρ0, η0 ∈ RK
++, such that

ut ≤ u0 + ρ0 · xt − λ0 for all t = 1, 2, . . . , T,

vt ≤ v0 + η0 · xt − µ0 for all t = 1, 2, . . . , T.

For some α ∈ [0, 1], taking a convex combination of the above inequalities, since p0 · (αx0 +

(1− α)y0) = 1, there exist numbers wt ∈ R for all t = 0, 1, . . . , T , a number γ0 ∈ R++, and

a vector σ0 ∈ RK
++, such that

wt ≤ w0 + σ0 · xt − γ0p0 · (αx0 + (1− α)y0) for all t = 1, 2, . . . , T.
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Since ρ0 = λ0p0 and η0 = µ0p0, then σ0 = γ0p0, and there exist numbers wt ∈ R and vectors

σt ∈ RK
++ for all t = 0, 1, . . . , T , and a number γ0 ∈ R++, such that

wt ≤ w0 + σ0 · (xt − (αx0 + (1− α)y0)) for all t = 1, 2, . . . , T,

with σ0 = γ0p0. Therefore, for some α ∈ [0, 1], the consumption bundle z0 = αx0+(1−α)y0,

a convex combination of x0 and y0, is also in the support set S(p0 | D).
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