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ABSTRACT

Economic forecasts and policy decisions are often informed by empirical analysis based on econometric models. However, inference based upon a single model, when several viable models exist, limits its usefulness. Taking account of model uncertainty, a Bayesian model averaging procedure is presented which allows for unconditional inference within the class of vector autoregressive (VAR) processes. Several features of VAR process are investigated. Measures on manifolds are employed in order to elicit uniform priors on subspaces defined by particular structural features of VARs. The features considered are the number and form of the equilibrium economic relations and deterministic processes. Posterior probabilities of these features are used in a model averaging approach for forecasting and impulse response analysis. The methods are applied to investigate stability of the “Great Ratios” in U.S. consumption, investment and income, and the presence and effects of permanent shocks in these series. The results obtained indicate the feasibility of the proposed method.
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1 Introduction.

In this paper we take account of model uncertainty and introduce a method of using Bayesian model averaging in the class of vector autoregressive processes. We demonstrate the operational implications of our approach by investigating the stability of the “Great Ratios” in U.S. consumption, investment and income, and analysing the presence and effects of permanent shocks for the duration of the business cycle in these series.

The idea underlying Bayesian model averaging is relatively straightforward. Model specific estimates are weighted by the corresponding posterior model probability and then averaged over the set of models considered. Although many statistical arguments have been made in the literature to support model averaging (e.g., Leamer, 1978, Hodges, 1987, Draper, 1995, Min and Zellner, 1993 and Raftery, Madigan and Hoeting, 1997), recent applications suggest its relevance for macroeconometrics (Fernández, Ley and Steel, 2001 and Sala-i-Martin, Doppelhofer and Miller, 2004). Here we mention three reasons for this relevance.

The first reason is relevance for forecasting and policy analysis. An important function of empirical economic analysis is to provide accurate information for decision making. For example, there is evidence that permanent - possibly productivity - shocks account for most fluctuations in consumption (King, Plosser, Stock and Watson, 1991, and Lettau and Ludvigson, 2004) and information may be required on the form of the response in consumption to such a permanent shock. Centoni and Cubadda (2003), however, focus upon business cycle fluctuations and find permanent shocks are not very important. While the decision maker is not directly interested in the underlying model used to estimate the response, it is, however, the econometrician’s responsibility to detail the model upon which these estimates rely. If there is any uncertainty about the veracity of the model, the expected loss (from choosing a policy action) from that single model cannot equal the expected loss that accurately accounts for model uncertainty.

A second reason for considering model averaging is methodological. There are well known issues relating to the complexity of the model set and the sequences used to select a model. The standard approach to providing inference is to select a single model and present empirical results based upon this model. The usual strategy of model selection using sequential testing procedures, however, introduces problems of model uncertainty. In the context of sequential hypothesis testing, the pre-test problem is well understood.
(see, for example, Poirier, 1995, pp. 519-523) and has received considerable attention in the statistical and econometric literature. We do not intend (nor are able) to survey the literature here, but mention that just within the unit root and cointegration testing there have been several studies such as Elliott and Stock (1994), Elliott (1998), Phillips (1996), Chang and Phillips (1995) and Chang (2000) (see for useful discussion, Maddala and Kim, 1998, pp. 139-140 and 229-231).

The problem is self evident. Whether we accept or do not accept an hypothesis, the veracity of the adopted hypothesis is uncertain. Subsequent tests condition upon that uncertain outcome and have their own uncertain outcomes. This process can lead to significant size distortions and inappropriate reported standard errors. Generally, the resulting standard errors will not fully reflect the uncertainty associated with the estimates. The longer the sequence of tests the more the problem compounds, and the sequence can become very long if, for example, we consider: lag length; the type of deterministic processes present; the number of cointegrating relations; overidentifying restrictions on the cointegrating space; and even whether certain variables are in some sense (weakly or strongly) exogenous for the inference in question. Despite the extensive concern shown in the literature for the pretest problem, however, a generally applicable strategy for dealing with this issue does not appear to be available. It would seem the usual (implicit) approach is to “... entirely ignore the problems caused by pretesting, not because they are unimportant, but because, in practice, they are generally intractable” (Davidson and MacKinnon, 1993, pp. 97-98).

An additional, related, problem due to the complexity of the model, is the conflicting inferences that may arise depending upon which sequence of tests is employed. For example, using the Johansen trace test and data on consumption, investment and income from Paap and van Dijk (2003), we find that the chosen cointegrating rank depends upon the chosen deterministic term\(^1\) and the rank may be zero or one. This suggests it is important to determine the correct deterministic process before investigating the cointegrating rank. However, the range of deterministic process that can occur differs if cointegration occurs or not. To take this example further, let us assume a rank of one for these variables and we are now interested in 1)

\(^1\)As the deterministic processes enter the error correction term, testing for presence of a trend in a VAR in levels, when cointegration is present, does not identify the deterministic process.
whether the error correction term, \( z_t \), has a trend and 2) if the Great Ratios of consumption to income and investment to income enter \( z_t \). Depending upon whether we test stability of the Great Ratios first or test the presence of various deterministic terms first, we find either we have no trend in \( z_t \) and that the Great Ratios do not enter \( z_t \), or that the Great Ratios do enter \( z_t \) and \( z_t \) has a linear trend.

A third reason for considering Bayesian model averaging is a pragmatic one. The support in the data is in many cases not clear or dogmatically for or against a restriction, and researchers often do not have strong prior belief in particular restrictions. The strategy of testing hypotheses on restrictions and conditioning upon the outcome, effectively assigns a weight of one to the model implied by the restriction and zero to all other plausible models. Even if the support is strongly for or against a particular restriction, with only slight support for the alternative unrestricted model, imposing the restriction ignores information from that less likely model which, if appropriately weighted, could improve inference.

Thus, there is a conflict between the analyst’s need to obtain the best model and the decision-maker’s need for the least restrictive interpretation of the information provided by the analyst. As an alternative to conditioning on structural features, it is possible to improve policy analysis by presenting unconditional or averaged information. Gains in forecasting accuracy by simple averaging have been pioneered by Bates and Granger (1969) and discussed recently by Diebold and Lopez (1996), Newbold and Harvey (2001) and Terui and van Dijk (2002). Some explanation for this phenomenon in particular cases was provided by Hendry and Clements (2002). Alternatively, the averaging weights can be determined to reflect the support for the model from which each estimate derives. This requires accurate reflection of the uncertainty associated with the structural features defining the model.

We present a Bayesian approach for conducting unconditional inference from the vector autoregressive model. Specifically, we focus on three contributions. First, a general operational procedure is presented for specifying diffuse prior information on structural features of interest which implies well-defined posteriors and existence of moments. Given the prior, the information in the likelihood function is supposed to dominate. As a result one can evaluate the relative weights or probabilities of such structural features as the number of stable equilibrium relationships among economic variables,

\(^2\text{This implies a particular overidentifying restriction on the cointegrating space holds.}\)
the forms of those equilibrium relationships, the dynamic responses to disequilibria, and the type of deterministic processes that may be present. In order to obtain these results we make use of manifolds and orthogonal groups and their measures. Then we can elicit uniform prior measures on relevant subspaces of the parameter space. From these measures we develop prior distributions for elements of these subspaces as the parameter of interest.

Second, using this methodology we show in this paper how to obtain posterior inference and forecasts from model averages in which the economically and econometrically important structural features may have weights other than zero or one.

Third, we briefly demonstrate the proposed methodology with an investigation of the stability of the ‘Great Ratios’ as discussed in King, Plosser, Stock and Watson (1991) (hereafter KPSW), and the relative weights of permanent and transitory components in US consumption, investment and income, and, finally, the credibility of alternative paths of responses to a possible productivity shock.

There exist several Bayesian analyses of VAR processes in the literature. A complete survey is outside the scope of our paper, although we mention the following approaches. Using so-called “Minnesota” priors, which are of a random walk nature, Doan, Litterman and Sims (1984) investigate Bayesian forecasting and impulse response analysis using unrestricted VARs. Sims and Zha (1999) investigate confidence bands of impulse responses using unrestricted VARs. Other papers using unrestricted VARs include Koop (1991 and 1994) and Canova and Matteo (2004). Structural features in VAR models, like cointegration, are investigated by Kleibergen and Van Dijk (1994), Strachan (2003), Villani (2005) using diffuse type of priors. We extend the analysis of these two approaches by considering priors on structural features and by investigating the implied forecasts and impulse responses using Bayesian model averaging.

The structure of the paper is as follows. In the Section 2 we introduce the models of interest in this paper - the vector autoregressive models, the general structural features of interest, and the restrictions they imply. In Section 3 we present the priors, the likelihood and useful expressions for the posterior. The tools for inference in this paper, posterior probabilities, are introduced and general expressions are derived for estimators of features of interest like impulse responses. Our approach is a significant divergence from much of the earlier work. This section therefore provides a discussion of the advantages of this approach in the context of model averaging. We demon-
strate the approach in Section 4 with an investigation of the responses of consumption, investment and income to a permanent shock allowing for stability of consumption to income and investment to income ratios. In Section 5 we summarize conclusions and discuss possibilities for further research.

2 A Set of Vector Autoregressive Models.

Since the influential work by Sims (1980), the vector autoregressive model has enjoyed much success in macroeconometrics. These models can incorporate a wide range of short and long run dynamic, equilibrium and deterministic behaviours. Further, it has been observed in empirical studies, that many economic variables of interest are not stationary, yet economic theory, or empirical evidence, suggests stable long run relationships to exist among these variables.

The statistical theory of cointegration (Granger, 1983, and Engle and Granger, 1987), in which a set of nonstationary variables combine linearly to form stationary relationships, and the attendant Granger’s representation theorem provide a useful specification to incorporate this economic behaviour into the error correction model and allows the separation of long run and short run behaviour. We work with the vector autoregressive model in the error correction form to simplify expressions of restrictions. For more details on a likelihood analysis of VAR models with cointegration restrictions we refer to Johansen (1995).

When a VAR process cointegrates, the model may be written in the vector error correction model (VECM) form. The VECM of the $1 \times n$ vector time series process $y_t$, $t = 1, \ldots, T$, conditioning on the $l$ observations $t = -l + 1, \ldots, 0$, is

$$
\Delta y_t = (d_{1,t} \theta_1 + y_{t-1} \beta^+) \alpha + d_{2,t} \theta_2 + \Delta y_{t-1} \Gamma_1 + \ldots + \Delta y_{t-l} \Gamma_l + \varepsilon_t \quad (1)
$$

$$
= z_{1,t} \beta \alpha + z_{2,t} \Phi + \varepsilon_t \quad (2)
$$

where $\Delta y_t = y_t - y_{t-1}$, $z_{1,t} = (d_{1,t}, y_{t-1})$, $z_{2,t} = (d_{2,t}, \Delta y_{t-1}, \ldots, \Delta y_{t-l})$, $\Phi = (\theta_2', \Gamma_1', \ldots, \Gamma_l')'$ and $\beta = (\theta_1', \beta^+)'$. The matrices $\Gamma_i$ are $n \times n$ and $\beta^+$ and $\alpha'$ are $n \times r$ and assumed to have rank $r$, and if $r = n$ then $\beta^+ = I_n$. We define the deterministic terms $d_{i,t} \theta_i$ formally below.

Here we define the restrictions of interest, combinations of which define different model features of interest which we may compare or weight using
posterior probabilities. The restrictions refer to the number of equilibrium relations, to the form of these relations, the lag length and to particular types of deterministic processes.

We denote the number of stable equilibrium relationships or, more precisely, the cointegrating rank by \( r \), where \( r = 0, 1, \ldots, n \). For cointegration analysis of (1), the parameters of interest are the coefficient matrices \( \beta^+ \) and \( \alpha \) which are of rank \( r \leq n \). Of particular interest then, is \( r \) which implies there are \((n - r)\) common stochastic trends in \( y_t \), and \( r \) is the number of \( I(0) \) combinations of the element of \( y_t \) extant. In the case \( r < n \) and assuming for simplicity \( \theta_1 = 0, \beta^+ \) is the matrix of cointegration coefficients, \( y_t \beta^+ = 0 \) are the stationary relations towards which the elements of \( y_t \) are attracted, and \( \alpha \) is the matrix of factor loading coefficients or adjustment coefficients determining the rate of adjustment of \( y_t \) towards \( y_t \beta^+ = 0 \).

A second feature of interest is the particular identifying restrictions placed upon \( \beta \). These will be denoted by \( o \), where \( o = 0, 1, \ldots, 3 \) and \( o = 0 \) will be understood to refer to the just identified model. A range of restrictions commonly investigated are presented in Johansen (1995, Chapter 5). We restrict ourselvest to two cases: no restriction on \( \beta \) (\( o = 0 \)); and \( \beta = H \psi \) (\( o = 1 \)) where \( \psi \) is an \( s \times r \) matrix such that the cointegrating space is either completely determined (if \( r = s \)) or is restricted to be within the space spanned by \( H \).

The deterministic processes in the level, \( y_t \), and the equilibrium relations, \( y_t \beta^+ \), are given respectively by the terms \( d_{1,t} \theta_1 \) and \( d_{2,t} \theta_2 \) in (1). The contents and dimensions of the \( d_{i,t} \) and the \( \theta_i \) depend upon the particular deterministic process that occur in \( y_t \beta^+ \) and \( \Delta y_t \) (and therefore \( y_t \)). In the discussion that follows, \( \mu_1 \) and \( \delta_1 \) are \( 1 \times r \) vectors, while \( \mu_2 \) and \( \delta_2 \) are \( 1 \times n \) vectors. These processes can be linear trends, non-zero means or zero mean for \( y_t \beta^+ \), and no drift, linear drift and quadratic drift in \( y_t \). For example, if \( \theta_2 = (\mu'_2 \quad \delta'_2)' \) then \( d_{2,t} = (1, t) \) and this implies \( y_t \) will have a quadratic drift. If \( \theta_2 = \mu_2 \) then \( d_{2,t} = (1) \) and this implies \( y_t \) will have a linear drift. We consider the five commonly used combinations in the table below (see, for example, Johansen, 1995):
Each model will be identified by $M_\omega$ where $\omega = (r, o, d)$ and $\omega \in \Omega$ where $\Omega$ is the set of all $\omega$ we consider. For example, the least restricted model will be $M_{(n,0,1)}$, while the most restricted model will be $M_{(0,1,5)}$. As an example of models we consider, KPSW begin their investigation with results using two VAR models with six lags: the first having only a constant, $M_{(n,0,3)}$, and the second having a constant and a trend, $M_{(n,0,1)}$. From these models they find evidence that suggests support for two equilibrium relations of known form and a linear drift which within our model set is $M_{(2,1,3)}$.\(^3\)

Thus, with $n = 3$ in our application, we deal with a case of $4 \times 2 \times 5 = 40$ models\(^4\). We also allow for a range of lags of differences, however as these have little economic importance for the studies we look at, and for space considerations, we do not discuss these further except to note here that this increases the number of models to 40 times the number of lags we consider.

### 3 Priors and Posteriors.

In this section the forms of the priors and resultant posterior are presented. We begin with discussion of the distribution of the prior probabilities over the model space which contains some models that are impossible and others that are observationally equivalent. Next we consider the priors for the parameters $(\Sigma, B)$. Conditional upon $\beta$ the model in (2) is linear. This fact makes it relatively straightforward to elicit priors on these parameters. We next give careful consideration to the prior for $\beta$ before presenting the method of posterior analysis.

---

\(^3\)Interestingly, they later report results on responses to permanent (productivity) shocks using $M_{(2,1,3)}$ but with eight lags of differences.

\(^4\)This reduces to 26 models when we account for impossible models and observationally equivalent models. See Subsection 3.1 below for further discussion on this point.
3.1 The Prior for $(\Sigma, B, M_\omega)$.

In this paper we wish to treat all models as \textit{a priori} equally likely, however this is not a straightforward issue\footnote{The authors are grateful to Geert Dhaene and an anonymous referee for useful comments on this issue.}. The priors for the individual elements of $\omega = (r, o, d)$ are not independent, as certain combinations are either impossible, meaningless (such as, for example, $r = 0$ with $o = 2$) or observationally equivalent to another combination (such as the models with $r = n$ and $d = 1$ or 2). The natural prior probability to assign to impossible models is zero\footnote{Although the actual prior probability we assign to impossible models - provided it is less than one - is irrelevant as the marginal likelihood for these models will be zero, such that the posterior probability will be zero by design.}. However, the researcher must carefully consider how she wishes to treat observationally equivalent models.

It would seem sensible to regard observationally equivalent models as one model and then assign equal prior probabilities to all models. For example, at $r = 0$ the models with $d = 2$ and $d = 3$ are observationally equivalent. If we were to treat these two as one model, they would receive half the prior probability of other models with rank $0 < r < n$. Systematic employment of this principle, however, would bias the prior weight in favour of models with $0 < r < n$. This could shift the posterior weight of evidence in favour of some economic theories for which we wish to determine the support.

Alternatively we could specify all possible combinations of the indices in $\omega$ be equally likely to avoid biasing the evidence in favour of other classes of models. However, any bias towards some models can be viewed as simply a result of Bayes Theorem. This is the view we take and we implement the first approach (treating observationally equivalent models as one model) in the following way. We first assign probabilities to various values of the model features such as different cointegrating ranks, $p(r)$, or deterministic processes, $p(d)$. We then set the prior weighting for each model as $k(M_\omega) = p(r) p(o) p(d)$. Next, set $k(M_\omega) = 0$ for impossible combinations and for each set of combinations of $\omega$ that imply observationally equivalent models, we set $k(M_\omega) = 0$ for all but one of the combinations. Finally we compute the prior model probabilities as $p(M_\omega) = k(\omega)/\sum_\omega k(\omega)$ where in the denominator we have summed $k(M_\omega)$ over all $\omega$.

To demonstrate these prior probabilities we use the application in this paper. As we have $n = 3$, $r \in [0, 1, 2, 3]$ so we use $p(r) = (n + 1)^{-1} = 0.25$
and with $d \in [1, 2, 3, 4, 5]$ we set $p(d) = 0.2$. In our application we consider two states of overidentification of $\beta$. In the first state $\beta$ is unrestricted ($o = 0$) and in the second we have $\beta = H \psi (o = 1)$ and so we set $p(o) = 1/2$ for $o \in [0, 1]$.

For each model implied by a particular value of $\omega$, we need to specify a prior for the parameters in the model. We use the standard diffuse prior for $\Sigma$, $p(\Sigma) \propto |\Sigma|^{-(n+1)/2}$.

As $B$ changes dimensions across the different versions of $\omega$ implied by different models and each element of the matrix $B$ has the real line as its support, the Bayes factors for different models will not be well defined if an improper prior on $B$, such as $p(B|\beta, M_\omega) \propto 1$ were used. For the original discussion on this point see Bartlett (1957) and more recently O’Hagan (1995), Strachan and van Dijk (2003) and Strachan and van Dijk (2005). For this reason a weakly informative proper prior for $B$ must be used. We take the prior for $b = \text{vec}(B)$ conditional upon $(\Sigma, \beta, M_\omega)$ as Normal with zero mean and covariance $V = \Sigma \otimes \eta^{-1} I_{(r+k_i)}$.\footnote{If an informative prior is used on the cointegrating space then we recommend the prior for $B$ in Koop, León-González and Strachan (2005), of which the prior presented here is a specific case.} We choose the value of $\eta = 10$ as this provides a mild degree of shrinkage towards zero which has been shown to improve estimation (See Ni and Sun, 2003). Further evidence on the influence of this choice can be found in Strachan and Inder (2004).

### 3.2 Eliciting a Prior on $\beta$.

As $\beta$ and $\alpha$ appear as a product in (2), $r^2$ restrictions need to be imposed on the elements of $\beta$ and $\alpha$ to just identify these elements. Much of the work to date in Bayesian cointegration analysis has used linear identifying restrictions. That is, by assuming $c\beta$ is invertible for known $(r \times n)$ matrix $c$ and the restricted $\beta$ to be estimated is $\beta = \beta (c\beta)^{-1}$. The free elements are collected in $\beta_2 = c_{\perp} \beta$ where $c_{\perp}c' = 0$. For example, if $c = [I_r, 0]$ then $\beta = \begin{bmatrix} I_r & \beta_2 \end{bmatrix}'$. A prior is then specified for $\beta_2$ which is then estimated and often its value is interpreted.\footnote{There exist practical problems with incorrectly selecting $c$. The implications for classical analysis of this issue are discussed in Boswijk (1996) and Luukkonen, Ripatti and Saikkonen (1999) and in Bayesian analysis by Strachan (2003). In each of these papers examples are provided which demonstrate the importance of correctly determining $c$.}
Assuming that \( c \) is known, Kleibergen and van Dijk (1994 & 1998) demonstrate how a flat prior on \( \beta_2 \) can result in, at best, nonexistence of moments of \( \beta_2 \), and, at worst, an improper posterior distribution thus precluding inference. They also outline how local nonidentification precludes the use of MCMC due to reducibility of the Markov chain. As a solution they propose using the Jeffreys prior as the behaviour of this prior in problem areas of the support offsets the problematic behaviour of the likelihood, and a related solution is proposed in Kleibergen and Paap (2002) and Paap and Van Dijk (2003). Using these approaches avoids the issue of local nonidentification, results in proper posteriors and allows use of MCMC, however the posterior again has no moments of \( \beta_2 \).

Bauwens and Lubrano (1996) provide a study of the posterior distribution of \( \beta_2 \) using the results for the 1-1 poly – t density of Drèze (1978). They show the posterior has no moments due to a deficiency of degrees of freedom. Nonexistence of moments is not commonly a concern for estimation as modal estimates exist as alternative measures of location. However, as the kernel of the 1-1 poly – t is a ratio of the kernels of two Student – t densities, the posterior may be bimodal - with the modes sometimes well apart from each other - making it difficult to both locate the global mode and bringing into question the interpretation of the mode as a measure of location.

For the model averaging we require posterior probabilities, however, as is well known, a flat prior on \( \beta_2 \) cannot be employed to obtain posterior probabilities for \( \omega \) since the dimensions of \( \beta_2 \) depend upon \( \omega \). It would appear, then, that we need to be informative to obtain inference.

Denoting the space spanned by \( \beta \) by \( p = sp(\beta) \), we can say it is \( p \), and not \( \beta \), that is the primary object of interest and this space is in fact all we are able to uniquely estimate. The parameter \( p \) is an \( r \)-dimensional hyperplane in \( R^n \) containing the origin and as such is an element of the Grassman manifold\(^9\) \( G_{r,n-r} \) (James, 1954), \( p \in G_{r,n-r} \). A requirement to employ linear restrictions is that we know enough about the cointegrating space to be able to choose \( c \) such that \( c \beta \) is nonsingular such that \( \beta_2 = c_{\perp} \beta (c\beta)^{-1} \) exists. Making use of this assumption to impose these linear restrictions, however, has the unexpected and undesirable result that it makes this assumption \emph{a priori} impossible (see the Appendix, Theorem 3).

\(^9\)The authors would like to thank Soren Johansen for making this point to one of the author's while visiting the EUI in Florence in 1998. Villani (2005) also makes use of a prior on \( p \).
To employ uninformative priors, to simplify the application and estimation, and as we do not see $\beta_2$ (but rather $p$) as the parameter of interest, we diverge at this point from much of the earlier literature in both specifying our parameter of interest and eliciting an uninformative prior on that parameter.

As we have claimed the cointegrating space to be the parameter of interest, rather than $\beta_2$, we propose working directly with $p = sp(\beta)$ avoiding the linear restrictions and normalisation. We save the technical discussion for the Appendix, but to implement this approach, we specify $\beta$ to be semiorthogonal, i.e., $\beta' \beta = I_r$, and specify a Uniform distribution for $\beta$ (for details see Strachan and Inder (2004) and Strachan and van Dijk (2003)).

A Uniform prior for $p$ over $Gr_{r,n-r}$ is implied by a Uniform prior for $\beta$ over $V_{r,n}$. This prior has the form

$$p(\beta|M_\omega) = \frac{1}{c_\beta}$$

where $c_\beta = \int_{Gr_{r,n-r}} d\beta^{10}$ and $\beta$ is the $r$-frame with fixed orientation in $p$. The measure on $Gr_{r,n-r}$ used in the above expression is derived from its relationship with the spaces $V_{r,n}$ and $O(r)$ in the proof of Theorem 2 in the Appendix. This proof also provides an expression for $c_\beta$.

For the cases in which we impose identifying restrictions discussed in Section 2 of the form $\beta = H \psi (o = 2)$, we impose $\psi \in V_{r,s}$ and impose the Uniform prior on $V_{r,s}$. This implies that we are uninformative about the orientation of the vectors $\beta$ in $sp(\beta)$. For computational and mathematical simplicity we also convert $H$ to be semiorthogonal by the transformation $H \rightarrow H (H'H)^{-1/2}$. This transformation is innocuous since the space of $H$, which is the important parameter, is unchanged by this transformation.

Thus, contrary to the situation when using linear identifying restrictions, we are able to employ innocuous identifying restrictions, place a prior directly on the parameter of interest and, as we show below, we achieve a better behaved posterior about which we know much more. We note at this point that Strachan and Inder (2004) extend this approach to informative distributions on the cointegrating space.

The full prior distribution for the parameters in a given model is then given by

$$p(\Sigma, B, \beta|M_\omega) = p(B|\Sigma, \beta, M_\omega) \cdot p(\Sigma|M_\omega) \cdot p(\beta|M_\omega).$$

---

10 We acknowledge that this notation is not technically correct. If we were to denote the measure for the Grassman manifold as $dg^p_\beta$, then we should really write $c_\beta = \int_{Gr_{r,n-r}} dg^p_\beta$. However, for notational clarity we use the notation $d\beta$.  
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3.3 Posterior Analysis.

An expression for posterior distribution of the parameters for any model given the data, \( p(\Sigma, B, \beta|M_\omega, y) \), is obtained by combining the prior, \( p(\Sigma, B, \beta|M_\omega) \), with the likelihood for the data \( L(y|\Sigma, B, \beta, M_\omega) \). That is,

\[
p(\Sigma, B, \beta|M_\omega, y) \propto p(\Sigma, B, \beta|M_\omega) L(y|\Sigma, B, \beta, M_\omega) = k(B, \Sigma, \beta, M_\omega|y).
\]

(4)

As we will be using a Gibbs sampling scheme we need to present the conditional posterior for each parameter. To simplify the presentation of the posteriors, we use the following two facts. First, conditional upon the model is linear. Second, the matrices \( \alpha \) and \( \beta \) always occur in a product form such that we can introduce any full rank square matrix \( \alpha^* \) such that \( \alpha = \beta DD^{-1} \alpha = \beta^* \alpha^* \). Note that the matrices \( \alpha^* \) and \( \alpha \) have the same support. However, \( \beta \) is semiorthogonal with the Stiefel manifold as its support while \( \beta^* \) has as its support the \( nr \) dimensional real space. The approach we use follows that of Koop, León-González and Strachan (2005). Development of the sampling scheme and further details may be found in that paper.

To further simplify the expressions of the posteriors we introduce the following notation. For the model in (2), assume the rows of the \( T \times n \) matrix \( E = (\varepsilon_1', \varepsilon_2', \ldots, \varepsilon_T') \) are \( \varepsilon_i \sim iidN(0, \Sigma) \) and define the \( T \times n \) matrix \( Z_0 = (\Delta y_1', \Delta y_2', \ldots, \Delta y_T') \) and the \( T \times (r + k_i) \) matrix \( Z = (Z_1 \beta \quad Z_2) \) where \( Z_1 = (z_1', z_2', \ldots, z_T') \) and \( Z_2 = (z_{2,1}', z_{2,2}', \ldots, z_{2,T}') \). Finally, let \( B \) be the \( (r + k_i) \times n \) matrix \( B = [\alpha' \Phi]' \). We may now write the model, given in equation (1) as

\[
Z_0 = Z_1 \beta \alpha + Z_2 \Phi = ZB + E.
\]

Vectorising this expression we have

\[
z_0 = zb + e
\]

(5)

where \( z_0 = vec(Z_0) \), \( z = (I_n \otimes Z) \), \( b = vec(B) \) and \( e = vec(E) \). The form of the likelihood is then

\[
L(y|\Sigma, B, \beta, M_\omega) \propto |\Sigma|^{-T} \exp \left\{ -\frac{1}{2} tr \Sigma^{-1} E'E \right\}.
\]

Combining the likelihood with the prior \( p(\Sigma) \), we can see the covariance matrix \( \Sigma \) has a posterior distribution conditional upon \( (B, \beta) \) that is inverted Wishart with scale matrix \( E'E \) and degrees of freedom \( T \).
We can now use standard algebraic operations (see e.g., Zellner, 1971) to show
\[
tr \Sigma^{-1} E' E = e' (\Sigma^{-1} \otimes I_T) e = s^2 + (b - \hat{b})' V^{-1} (b - \hat{b})
\]
where \( s^2 = z_0' M_V z_0, M_V = \Sigma^{-1} \otimes (I_T - Z (Z'Z)^{-1} Z'), \hat{b} = (I_n \otimes (Z' Z)^{-1} Z) z_0 \) and \( V = \Sigma \otimes (Z'Z)^{-1} \). The likelihood can then be written as
\[
L(y|\Sigma, B, \beta, M_\omega) \propto |\Sigma|^{-\frac{T}{2}} \exp \left\{-\frac{1}{2} \left[ s^2 + (b - \hat{b})' V^{-1} (b - \hat{b}) \right]\right\}. \tag{6}
\]

Thus we can see that conditional upon \( \beta \), if we were to use a flat prior for \( B \), the conditional posterior distribution would be Normal with mean \( \hat{b} \) and covariance matrix \( V \). Combining this form with the informative prior given in the previous subsection, we obtain the conditional posterior with mean \( \hat{b} = \nabla V^{-1} \hat{b} = (I_n \otimes (Z' Z + \eta I)^{-1} Z') z_0 \) and covariance matrix \( V = [V^{-1} + s^2 I_T]^{-1} = \Sigma \otimes (Z'Z + \eta I)^{-1} \).

As \( \beta \) is semiorthogonal, it is clear that the posterior distribution will be nonstandard regardless of the form we choose for the prior. Therefore, to obtain a useful expression for the posterior for obtaining draws of \( \beta \), we make use of the transformation to \( \beta^* \) and \( \alpha^* \). We give \( \beta^* \) a Normal prior with zero mean and covariance matrix \( n^{-1} I_n \). We can easily transform back to the parameters of interest via \( \beta = \beta^* D^{-1} \) and \( \alpha = \alpha^* D \). The prior for \( \beta^* \) implicitly specifies a proper prior for \( D \) and that the marginal prior for \( \beta = \beta^* D^{-1} \) is Uniform as specified in the above subsection.

Next we vectorise \( Z_1 \beta^* \alpha^* \) to obtain \( vec(Z_1 \beta^* \alpha^*) = xb_{\beta^*} \) where \( b_{\beta^*} = vec(\beta^*) \) and \( z_1 = (\alpha^* \otimes Z_1) \). Thus we can rewrite the expression in (5) as
\[
vec(Z_0 - Z_2 \Phi) = vec(Z_1 \beta \alpha) + vec(E) \quad \text{or} \quad \tilde{z}_0 = z_1 b_{\beta^*} + e
\]
where \( \tilde{z}_0 = vec(Z_0 - Z_2 \Phi) \). Thus the likelihood can be written as
\[
L(y|\Sigma, B, \beta, M_\omega) \propto |\Sigma|^{-\frac{T}{2}} \exp \left\{-\frac{1}{2} \left[ s_{\beta^*}^2 + (b_{\beta^*} - \hat{b}_{\beta^*})' V_{\beta^*}^{-1} (b_{\beta^*} - \hat{b}_{\beta^*}) \right]\right\}
\]
where \( s_{\beta^*} = \tilde{z}_0' M_{\beta^*} \tilde{z}_0, M_{\beta^*} = (\Sigma^{-1} \otimes I_T) - \left(\Sigma^{-1} (\alpha^* \Sigma^{-1} \alpha^*)^{-1} \Sigma^{-1} \otimes (Z_1' Z_1)^{-1}\right), \hat{b}_{\beta^*} = V_{\beta^*} (\alpha^* \Sigma^{-1} \otimes Z_1) \tilde{z}_0, \) and \( V_{\beta^*} = (\alpha^* \Sigma^{-1} \alpha^*)^{-1} \otimes (Z_1' Z_1)^{-1} \). In this case
if we were to use a flat prior for \( \beta \) we see the posterior distribution of \( b^* \), conditional upon \((\Sigma, B)\), would be Normal with mean \( \hat{b}^* \) and covariance matrix \( V^* \). Combining this form with the informative prior given above, we obtain the conditional posterior with mean \( \bar{b}^* = V^* V^{-1} b^* \) and covariance matrix \( V^* = [\Sigma^{-1} \Sigma^* \otimes Z^t_1 Z_1] + n I_{nr} \).

An important component of Bayesian inference is the posterior probability of each model, \( p(M_\omega | y) \). These can be derived from the marginal likelihoods for each model via the expression

\[
p(M_i | y) = \frac{m_i p(M_i)}{\sum_{\omega \in \Omega} m_\omega p(M_\omega)}
\]

where the summation in the denominator is over all elements of \( \Omega \). The marginal likelihood for a model will be \( m_\omega \) where

\[
m_i = \int _{R^{(k_i+r)n}} \int _{\Sigma > 0} \int _{G_{r,n-r}} k(B, \Sigma, \beta, M_\omega | y) \, (d\beta) \, (d\Sigma) \, (dB), \tag{7}
\]

where \( B \in R^{(k_i+r)n} \), \( \Sigma \) is positive definite (denoted \( \Sigma > 0 \)). To integrate (7) with respect to \((B, \Sigma, \beta)\) we first analytically integrate (4) with respect to \((B, \Sigma)\) as these parameters have conditional posteriors of standard form. This integration gives us the following.

**Theorem 1** The marginal posterior for \((\beta, M_\omega)\) is

\[
p(\beta, M_\omega | y) \propto g_\omega |\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2}
\]

where in this case

\[
g_\omega = |S_{00}|^{-T/2} |M_{22}|^{-n/2} T^{-n(k_i+r)/2} \eta^{n(k_i+r)/2} \times c_1.
\]

The expressions for \( D_0 \) and \( D_1 \) are

\[
D_1 = (Z_1^t Z_1 + \eta I_r) - Z_1^t Z_2 (Z_2^t Z_2 + \eta I_{k_i})^{-1} Z_2^t Z_1 \quad \text{and} \quad D_0 = D_1 - S_{01} S_{11}^{-1} S_{10}
\]

where

\[
S_{10} = Z^t_1 Z_0 - Z^t_1 Z_2 (Z_2^t Z_2 + \eta I_{k_i})^{-1} Z^t_2 Z_0,
\]

\[
S_{00} = Z^t_0 Z_0 - Z^t_0 Z_2 (Z_2^t Z_2 + \eta I_{k_i})^{-1} Z^t_2 Z_0.
\]
Proof. See, for example, Zellner (1971) or Bauwens and van Dijk (1990).11

Next we need to integrate (8) with respect to $\beta$ to obtain the posterior for $M_\omega$. Here we find one of the advantages of our approach over previous approaches in that for all model specifications we consider, the posterior will be proper and all finite moments of $\beta$ exist (see the Appendix for proof). The importance of this statement becomes evident when we consider that economic objects of interest to decision-makers are often linear or convex functions of the cointegrating vectors. As we wish to report expectations of these objects, we require the existence of moments of $\beta$.

To obtain the posterior distribution of $\omega = (r, o, d), p(M_\omega | y)$, it is necessary to integrate (8) with respect to $\beta$ and so obtain an expression for

$$p(M_\omega | y) = \int p(\beta, M_\omega | y) d\beta. \quad (9)$$

The marginal density of $\beta$ conditional on $\omega$ implied by (3) and (8) is

$$p(\beta | M_\omega, y) = \frac{|\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2}}{c_\omega} \quad (10)$$

and is not of standard form. Although one may exist, we do not currently know of a simple, general analytical solution for

$$c_\omega = \int_{G_{r,n-r}} |\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2} d\beta \quad (11)$$

and so we estimate $c_\omega$ and obtain our estimate of $m_i$ from $m_i = c_\omega q_\omega$.

Two possible approaches to estimating $c_\omega$ are either to use Markov Chain Monte Carlo (MCMC) methods or to use deterministic methods to approximate the integral. Kleibergen and van Dijk (1998) develop a MCMC scheme in the simultaneous equations model and Kleibergen and Paap (2002) extend this to the cointegrating error correction model. Bauwens and Lubrano (1996) demonstrate an alternative approach. In each of these applications a method is presented to evaluate integrals using MCMC when $\beta$ has been identified using linear restrictions rather than those used in this paper. Straachen (2003) demonstrates the MCMC approach when $\beta$ has been identified

11Remark: From the expression (8) that we see that not only is $d\beta$ invariant to $\beta \rightarrow \beta C$ for $C \in O(r)$, but so is the kernel of the marginal density for $\beta$ given $M_\omega$, $k(\beta | M_\omega, y)$, and thus the complete posterior for $\beta$ given $M_\omega$. 
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using restrictions related to those of the ML estimator of Johansen (1992). An approach commonly used in classical work to approximate integrals over \( V_{r,n} \) and therefore \( G_{r,n-r} \), is to use the Laplace approximation (see Strachan and Inder, 2004) which is computationally much faster than MCMC but the accuracy depends upon the sample size. An additional contribution of this paper is the development of an MCMC method to estimate the integral (11).

### 3.4 Bayesian Model Averaging with MCMC.

In this section we outline how we implement Bayesian model averaging to provide unconditional inference. We then present the steps in the sampling scheme and, finally, we discuss how we obtain estimates of the marginal likelihoods.

Suppose we have an economic object of interest \( \phi \) which is a function of the parameters for a given model \((B, \Sigma, \beta|\omega)\), \( \phi = \phi (B, \Sigma, \beta|\omega) \). We wish to report the unconditional (upon any particular model) expectation of this object. That is, we wish to report an estimate of

\[
E (\phi|y) = \sum_{\omega \in \Omega} E (\phi|y, \omega) p (\omega|y)
\]

where \( E (\phi|y, \omega) \) is the expectation of \( \phi \) from model \( \omega \). To obtain this estimate, denote the \( i^{th} \) draw of the parameters from the posterior distribution for model \( \omega \) as \( \left( B^{(i)} , \Sigma^{(i)}, \beta^{(i)} \right) \) and so the \( i^{th} \) draw of \( \phi \) as \( \phi^{(i)} = \phi \left( B^{(i)}, \Sigma^{(i)}, \beta^{(i)}|\omega \right) \). Next suppose we have \( i = 1, \ldots, J \) draws of the parameters from the posterior distribution for each model. To approximate \( E (\phi|y) \), we first obtain estimates of \( E (\phi|y, \omega) \) from each model by

\[
\hat{E} (\phi|y, \omega) = \frac{1}{M} \sum_{i=1}^{M} \phi^{(i)}
\]

for each \( \omega \).

These estimates are then averaged as

\[
\hat{E} (\phi|y) = \sum_{j=1}^{J} \hat{E} (\phi|y, \omega) \hat{p} (\omega|y)
\]

in which \( \hat{p} (\omega|y) \) is an estimate of \( p (\omega|y) \). Therefore we require draws of the parameters \( \left( B^{(i)} , \Sigma^{(i)}, \beta^{(i)} \right) \) for each model and estimates of the posterior model probabilities, \( \hat{p} (\omega|y) \). We use the following scheme at each step \( i \) to obtain draws of \((B, \Sigma, \beta)\).
1. Initialize \((b, \Sigma, b_{\beta^*}) = \left(b^{(0)}, \Sigma^{(0)}, b_{\beta^*}^{(0)}\right)\).

2. Draw \(\Sigma|b, b_{\beta^*}\) from \(IW(E'E, T)\)

3. Draw \(b|\Sigma, b_{\beta^*}\) from \(N(\overline{b}, V)\)

4. Draw \(b_{\beta^*}|\Sigma, b\) from \(N(\overline{b}_{\beta^*}, \overline{V}_{\beta^*})\).

5. Repeat steps 2 to 4 for a suitable number of replications.

For the computation of the posterior probabilities, we need only draws of \(\beta\) to approximate the integral in (11). If the model set becomes large then computation times for the above strategy may become rather large. A sensible strategy then would be to include the model in the sampling scheme. This could be achieved using a method such as the reversible jump methodology of Greene (1995).

To estimate the marginal likelihood, we must estimate the term

\[
\mathcal{c}_\omega = \int |\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2} d\beta = \int k(\beta) \, d\beta
\]

where \(k(\beta) = |\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2}\). We approximate this integral using the method proposed by Gelfand and Dey (1994) which uses the relation

\[
\frac{1}{\hat{c}_\omega} = \int \frac{q(\beta)}{k(\beta) \, \hat{c}_\omega} \, d\beta.
\]

in which \(q(\beta)\) is a proper known density. As we have we have a sequence of draws \(\beta^{(i)}, i = 1, \ldots, J\), from the posterior distribution for \(\beta\), we can estimate \(c_\omega\) by

\[
\hat{c}_\omega = J \left(\sum_{i=1}^{J} \frac{q(\beta^{(i)})}{k(\beta^{(i)})}\right)^{-1}.
\]

As our choice for \(q(\beta)\), we use a Matrix Angular Central Gaussian distribution of Chikuse (1990). We find that if we locate \(q(\beta)\) reasonably close to the mode of the posterior \(\hat{\beta}\), the method works well.
To develop $q(\beta)$, we begin by constructing the matrix $P = \tilde{\beta}'\beta' + \tau \tilde{\beta}_1 \tilde{\beta}'_1$ where $\tilde{\beta}_1 = 0$ and $\tilde{\beta}'_1 = I_{n-r}$, and $\tau$ is small (we use $\tau = 0.1$). Then we take

$$q(\beta) = |\beta' P^{-1} \beta|^{-n/2} \frac{\tau^{-(n-r)r/2}}{c_\beta}$$

(12)

where $c_\beta$ is defined in (3). Note that we could use a Uniform distribution such as the prior for $q(\beta)$ by setting $\tau = 1$, but we find the estimates of $\widehat{c}_\omega$ are less stable in this case.

4 Empirical Application

In this section we provide empirical evidence on the role of permanent shocks in U.S. consumption ($c_t$), investment ($i_t$) and income ($inc_t$) as studied by KPSW. The KPSW study proposes these variables are subject to a single common permanent productivity shock and that the consumption/income and investment/income ratios are stable. They also report evidence that the bulk of the fluctuations in these variables is due to the permanent shock. Using an extended data set up to and including July 2005\textsuperscript{13}, we report evidence upon the number of common permanent shocks, the support for the stability of the consumption/income and investment/income ratios as implied by the KPSW model, and the proportion of variability in the three variables in the system $y_t = (c_t, i_t, inc_t)$ over the business cycle that is due to permanent shocks. Finally, we report full densities of impulse responses to permanent shocks to demonstrate the importance of model uncertainty.

4.1 Evidence on Permanent Shocks and the ‘Great Ratios’.

KPSW translate the above features of the system of variables into restrictions upon a VECM and investigate the support for these restrictions. These model restrictions are that there is one common stochastic trend and $c_t - inc_t$ and

\textsuperscript{12}In earlier work we used $\tau$ drawn from $N(0, \sigma^2)$ with small $\sigma$. This placed the location of $q(\beta)$ on the posterior mode. However, this added a step to the sampling scheme that did not markedly improve estimation.

\textsuperscript{13}The data are quarterly covering the period from the first quarter 1951 to the second quarter of 2005, on Personal Consumption Expenditures, Gross Private Domestic Investment, and GDP (Source: Bureau of Economic Analysis).
\[ i_t - inc_t \] will both be stationary \( I(0) \) processes. We therefore allow the rank, \( r \), to vary over all possible values, \( r \in [0, 1, \ldots, n] \) and for the log differences \( c_t - inc_t \) and \( i_t - inc_t \) to either form the cointegrating relations (if \( r = 2 \)) or the variables will enter the cointegrating relations via these relations (if \( r = 1 \)). Finally we also allow for the range of five combinations of deterministic processes suggested in Section 2. An additional feature of the model of KPSW is that if \( c_t - inc_t \) and \( i_t - inc_t \) are stationary, we would not expect them to contain trends. Thus we would expect the evidence to suggest \( d < 2 \). The set of 120 models may be summarised as \( r \in [0, 1, 2, 3], o \in [0, 1], d \in [1, 2, 3, 4, 5] \) and \( l \in [5, 6, 7, 8] \).\(^{14}\)

Beginning with the support for the alternative models in the model set, the modal model with posterior probability of 78\%, has six lags of differences, one stochastic trend (\( r = 2 \)), the great ratios do not form the cointegrating relations, \( o = 0 \), and the equilibrium relations and the levels contain deterministic trends (\( d = 2 \)). The posterior probabilities of the models (averaged over lags) are given in Table 1. These results show that both with and without the overidentifying restrictions, the weight of support is upon there being one common stochastic trend in \( y_t \) (\( p(r = 2|y) = 91\% \)), with some support for a second stochastic trend (\( p(r = 1|y) = 8.2\% \)). This result gives substantial support to the first feature suggested by the model proposed in KPSW, that these variables share a single permanent shock. The second feature, that \( c_t - inc_t \) and \( i_t - inc_t \) are cointegrating relations, however, has a posterior probability of only 9.1\%. These two conclusions agree with the findings of Centoni and Cubadda (2003) (hereafter CC) who use an extended data set to April 2001. Finally, we also find strong evidence that the equilibrium relations are \( I(0) \) with linear deterministic trends as \( p(d = 2|y) = 87.9\% \).\(^{15}\)

**Table 1:** Posterior probabilities of structural features for real business cycle model. Note that the cells for observationally equivalent models have been merged.

\(^{14}\)Simply multiplying up the cardinality of each set of \( (r, o, d, l) \) would produce 160 models. However, several models are impossible and so excluded, or observationally equivalent to another and so we count these as one model. See Section 3.1 for discussion on this point.

\(^{15}\)The results \( p(o = 1|y) = 0.91 \) and \( p(d = 2|y) = 0.789 \) most likely reflect the (probably temporary) fall in the savings ratio and the rise in the investment ratio towards the end of the 1990s which is very evident in the data. Thus these conclusions are possibly sample dependent. The issue of structural breaks are not considered in this demonstration, but we note it as a possible direction for a more serious investigation of this issue.
4.2 Effects on Permanent Shocks.

Next we consider the importance of the permanent shocks in the business cycle. Decomposing the variance into the components due to transitory and permanent shocks, we gain an impression of the relative importance of these effects for the variability of the consumption, investment and income. KPSW derive an identification scheme for this decomposition based upon a particular economic theory. In our data there is uncertainty associated with this theory. Therefore, we use the approach of CC which produces a decomposition without the need for a particular identification scheme.

KPSW estimate the proportion of variance of due to permanent shocks in the time domain for the model $M_{(2,1,3)}$ with 8 lags of differences. For $c_t$, $i_t$ and $inc_t$, they report proportions varying from 0.88 ($c_t$), 0.12 ($i_t$) and 0.45 ($inc_t$) at one quarter after the shock to 0.89 ($c_t$), 0.47 ($i_t$) and 0.81 ($inc_t$) respectively at 24 quarters after the shock. Our interest is in the proportion of business cycle fluctuations due to permanent shocks and so follow CC who consider the variance decomposition within the frequency domain.

With their slightly shorter sample, CC found proportions of variability over an 8-32 quarter period of 0.574 for $c_t$, 0.139 for $i_t$ and 0.181 for $inc_t$. Table 2 reports the proportions of fluctuations over 8 to 32 quarters that are due to permanent shocks for the three variables using our updated data set and extended model set. We see from these results that the KPSW model assigns a larger proportion of the variability in consumption and investment to the permanent (productivity) shock than the other models. The remaining models generally agree with each other, at least in the relative sizes if not the exact values. Thus, using our Bayesian model averaging approach we find support for the conclusion of CC that the single permanent shock is not the main determinant of business cycle fluctuations.
Table 2: Estimated variance decompositions into permanent components in the frequency domain.

<table>
<thead>
<tr>
<th>Estimation method</th>
<th>$c_t$</th>
<th>$i_t$</th>
<th>$inc_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaged over all models</td>
<td>0.168</td>
<td>0.540</td>
<td>0.212</td>
</tr>
<tr>
<td>CC model $M_{(2,0,3)}$</td>
<td>0.187</td>
<td>0.376</td>
<td>0.262</td>
</tr>
<tr>
<td>KPSW model $M_{(2,1,3)}$</td>
<td>0.251</td>
<td>0.360</td>
<td>0.300</td>
</tr>
<tr>
<td>Best model $M_{(2,0,2)}$</td>
<td>0.165</td>
<td>0.554</td>
<td>0.202</td>
</tr>
</tbody>
</table>

We conclude by reporting for each variable the impulse response path from a permanent shock. We assume there is only one permanent shock (and so condition upon $r = 2$), but average over the other model features. The impulses for $c_t$, $i_t$ and $inc_t$ are shown in Figures 1, 2 and 3 respectively. The upper panel in each figure shows the full density over all 60 periods. The bands represent the boundaries of 20%, 40%, 60% and 80% highest posterior density regions (HPDs). These are contours of the density that define the smallest possible regions containing the stated mass. To aid with the interpretation of these figures we have included in the lower panels the profiles of the density of the impulses at three points in time after the shock. These are at $h = 10$, $h = 30$ and $h = 60$ periods after the shock.

We see that the 20% and 40% HPDs are very sensitive to changes in the shape of the density and so reflect small movements in the bulk of the mass. The 60% and 80% HPDs are less sensitive and tend to show the general direction of the response. The lower panels show the changes in the shape of the densities that cause the movements in these HPDs. In each case there are two or more paths that influence the densities at different intervals.

For consumption, the peak near zero slowly loses prominence to the more disperse, higher mass as the period increases. For investment, there are three paths at early stages, with the higher path dominating. Over time, however the central path becomes the only important path. Looking at the response path of income, we see there are two separate paths that compete immediately after the shock, and they both remain important as we move out along the time horizon. The higher path, however, moves slightly down toward zero and becomes more significant.

The form of these densities are important for giving a full account of the uncertainty associated with the responses. In each case the secondary (or more) paths derive from models with low posterior probabilities. However, neglecting these models and only using the best model (effectively assuming
model certainty) would produce very different estimates of, say, expected loss from a particular action.

5 Conclusion.

In this paper we have presented a Bayesian approach to obtaining unconditional inference on structural features of the vector autoregressive model by means of evaluating posterior probabilities of alternative model specifications using a diffuse prior on the features of interest. The output produced this way allows forecasts and policy recommendations to be made that are not conditional on a particular model. Thus this model averaging approach provides an alternative to the more commonly used model selection approach. Specifically we provide techniques for estimating marginal likelihoods for models of cointegration, deterministic processes, short-run dynamics and overidentifying restrictions upon the cointegrating space. The estimates are derived using a mixture of analytical integration and MCMC. We apply the methodology to investigating the importance and effect of permanent shocks in US macroeconomic variables, with a focus upon the support for the behaviour implied by the model KPSW.

The method presented in this paper has already found applications in several areas. Koop, Potter and Strachan (2005) investigate the support for the hypothesis that variability in US wealth is largely due to transitory shocks. They demonstrate the sensitivity of this conclusion to model incertainty. Koop, León-González and Strachan (2006) develop methods of Bayesian inference in a flexible form of cointegrating VECM panel data model. These methods are applied to a monetary model of the exchange rate commonly employed in international finance. Other current work includes investigating the impact of oil prices on the probability of encountering the liquidity trap in the UK and stability of the money demand relation for Australia.

More recent work is looking to develop methods of inference in very large model sets (as occurs in, say, models with the additional dimension of an unknown number of regime shifts) using the reversible jump methodology proposed by Greene (1995).

We end with mentioning two topics for further research. First, there exists the issue of the robustness of the results with respect to prior and model specification. Very natural extensions of our approach are to include prior inequality conditions in the parameter space of structural VARs and consider
forms of nonlinearity and time variation in the model itself. For instance, in using a SVAR for business cycle analysis one may use prior information on the length and amplitude of the period of oscillation. An example of a possible nonlinear time varying structure that may prove useful is presented in Paap and van Dijk (2003). Systematic use of inequality conditions and nonlinearity implies a more intense use of MCMC algorithms. Second, one may use the results of our approach in explicit decision problems in international and financial markets like hedging currency risk or evaluation of option prices.
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8 Appendix

In this appendix we provide the technical details for statements in the paper. First we must introduce some notation for matrix spaces and measures on these spaces. For an introduction to these concepts see Muirhead (1982) and for a more intuitive discussion see Strachan and Inder (2004). We assume throughout this appendix that $d_{1,t} = \{\}$ such that $\beta^* = \beta$.

The $r \times r$ orthogonal matrix $C$ is an element of the orthogonal group of $r \times r$ orthogonal matrices denoted by $O(r) = \{C'(r \times r): C'C = I_r\}$, that is $C \in O(r)$. The $n \times r$ semi-orthogonal matrix $V$ is an element of the Stiefel manifold denoted by $V_{r,n} = \{V(n \times r): V'V = I_r\}$, that is $V \in V_{r,n}$. As the vectors of any $V$ are linearly independent (since they are orthogonal) the columns of $V$ define a plane, $p$, which is an element of the $(n-r) \times r$ dimensional Grassman manifold,\(^{16}\) $G_{r,n-r}$. That is $p = sp(V) \in G_{r,n-r}$ and all of the vectors in $V$ will lie in only one $r-$ dimensional plane, $p$. The cointegrating space for an $n$ dimensional system with cointegrating rank $r$ is an example of an element of $G_{r,n-r}$. Finally, let the $j^{th}$ largest eigenvalue of the matrix $A$ be denoted $\lambda_j(A)$.

As discussed in James (1954), the invariant measures on the orthogonal group, the Stiefel manifold and the Grassman manifold are defined in exterior product differential forms (for measures on the orthogonal group and the Stiefel manifold, see also Muirhead 1982, Ch. 2). For brevity we denote these

\(^{16}\)The Grassman manifold, $G_{r,n-r}$, is the collection of all possible $r-$ dimensional planes in the $n-$ dimensional real space. Thus $G_{r,n-r} \subset R^n$. 
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measures as follows. For a \((n \times n)\) orthogonal matrix \([b_1, b_2, \ldots, b_n] \in O(n)\) where \(b_i\) is a unit \(n\)-vector such that \([b_1, b_2, \ldots, b_r] \in V_{r,n}\), \(r < n\), the measure on the orthogonal group \(O(n)\) is denoted \(dv_n^r \equiv \Lambda_r^n \Delta_i^+ b^j db_i\), the measure on the Stiefel manifold \(V_{r,n}\) is denoted \(dv_r^n \equiv \Lambda_r^n \Delta_i^+ b^j db_i\), and the measure on the Grassman manifold \(G_{r,n-r}\) is denoted \(dg_r^n \equiv \Lambda_r^n \Delta_i^+ b^j db_i\). These measures are invariant to left and right orthogonal translations. The underscore denotes the normalised measure such that \(\int_{G_{r,n-r}} dg_r^n = 1\).

**Theorem 2** The Jacobian for the transformation from \(p \in G_{r,n-r}\) to \(\text{vec}(\tilde{\beta}_2) \in R^{(n-r)r}\) is defined by

\[
\frac{dg_r^n}{dv_r^n} = \pi^{-(n-r)r} \Pi_{j=1}^r \frac{\Gamma \left( (n+1-j)/2 \right)}{\Gamma \left( (r+1-j)/2 \right)} \left| \mathbf{I}_r + \mathbf{\tilde{\beta}}_2^j \mathbf{\tilde{\beta}}_2 \right|^{-n/2} (d\mathbf{\tilde{\beta}}_2) \quad (13)
\]

where \(\Gamma(q) = \int_0^{\infty} u^{q-1} e^{-u} du\) for \(q > 0\).

**Proof.** In deriving the invariant measure on the Grassman manifold, James (1954) presents a relationship between an element of the Stiefel manifold, \(V \in V_{r,n}\), and an element of the Grassman manifold, \(p = sp(\beta) \in G_{r,n-r}\) where the \(r\)-frame \(\beta \in V_{r,n}\) and an element of the orthogonal group, \(C \in O(r)\). \(\beta\) has a particular (fixed) orientation in \(p\) such that it has only \((n-r)\) free elements. Thus as \(p\) is permitted to vary over all of \(G_{r,n-r}\), \(\beta\) is not free to vary over all of \(V_{r,n}\). For \(p = sp(V)\), \(V\) is determined uniquely given \(p\) and orientation of \(V\) in \(p\) by \(C \in O(r)\), such that \(V = \beta C\). Note that as \(p\) is permitted to vary over all of \(G_{r,n-r}\), \(V\) is free to vary over all of \(V_{r,n}\). The resulting relationship between the measures is

\[
\frac{dv_r^n}{dg_r^n} = \frac{dg_r^n}{dv_r^n} \quad \text{or} \quad \frac{dv_r^n}{dv_r^n} = \frac{dg_r^n}{dg_r^n} \quad (14)
\]

James\(^{17}\) obtains the volume of \(G_{r,n-r}\) as

\[
\zeta_\beta = \int_{G_{r,n-r}} \frac{dg_r^n}{dv_r^n} = \frac{\int_{V_{r,n}} dv_r^n}{\int_{O(r)} dv_r^n} = \pi^{(n-r)r} \Pi_{j=1}^r \frac{\Gamma \left( (r+1-j)/2 \right)}{\Gamma \left( (n+1-j)/2 \right)} . \quad (15)
\]

\(^{17}\)We note that the sums, \(\Sigma\), in (5.23) of James (1954) should be products, \(\Pi\).
Since the polynomial term accompanying the exterior product of the differential forms is equivalent to the Jacobian for the transformation (Muirhead 1982, Theorem 2.1.1), we can see from the expression (14) that the Jacobian for the transformation \( V \) to \( (\beta, C) \) is one.

Next consider the transformation from \( V \in V_{r,n} \), to \( \bar{\beta}_2 \in \mathbb{R}^{(n-r)r} \) and \( C \in O(r) \) presented by Phillips (1989 and 1994, Lemma 5.2 and see also Chikuse, 1998) and reproduced here:

\[
V = (c' + c'_\perp \bar{\beta}_2) \left[ I_r + \bar{\beta}_2 \bar{\beta}_2 \right]^{-1/2} C. 
\]

The differential form for this transformation is

\[
dv^r = \pi^{-(n-r)r} \Pi_{j=1}^r \frac{\Gamma((n+1-j)/2)}{\Gamma((r+1-j)/2)} |I_r + \bar{\beta}_2 \bar{\beta}_2|^{-n/2} d\bar{\beta}_2 \left( dv^r \right) \tag{16}
\]


Equating (14) and (16) gives the result. Another, slightly more general proof for the same result is presented in Chikuse (1998). ■

To avoid using linear restrictions with a normalisation to identify \( \beta \) it is necessary to find an alternative set of restrictions that do not require knowledge of \( c \) and which avoid the issues associated with the posterior for \( \bar{\beta}_2 \). Fortunately the definition (14) and the discussion in the proof of Theorem 2 provides a natural solution to this question. That is use \( \beta \in V_{r,n} \) which implies \( r (r+1)/2 \) restrictions. The dimension of the Grassman manifold is only \( (n-r)r \) while the dimension of the Stiefel manifold \( V_{r,n} \) is \( nr - r (r+1)/2 \), which exceeds that of \( G_{r,n-r} \) by \( r (r-1)/2 \). In (14), these remaining restrictions come from the orientation of \( \beta \) in \( p \) by \( C \in O(r) \). The prior, the posterior (as is made clear later) and the differential form for \( \beta \) are all invariant to translations of the form \( \beta \rightarrow \beta H, \; H \in O(r) \). Therefore it is possible to work directly with \( \beta \) as an element of the Stiefel manifold and adjust the integrals with respect to \( \beta \) by \( \left( \int_{O(r)} dv^r \right)^{-1} \). Note that these identifying restrictions do not distort the weight on the space of the parameter of interest, \( p \), and it is never necessary to actually specify the orientation of \( \beta \) in \( p \).

Next we provide a proof that linear identifying restrictions with a flat prior give zero weight to the chosen linear restrictions. The Jacobian defined by (13) implies that a flat prior on \( p \) is informative with respect to \( \bar{\beta}_2 \) and vice versa. This leads us to consider the implications of a flat prior on \( \bar{\beta}_2 \) for the prior on \( p \).
Theorem 3 The Jacobian for the transformation from $\beta_2 \in R^{(n-r)r}$ to $p \in G_{r,n-r}$ is defined by

$$
(d\beta_2) = \pi^{(n-r)r} \prod_{j=1}^{r} \frac{(r+1-j)/2}{\Gamma((n+1-j)/2)} [I_r + (c\beta)^{-1} \beta'c_{\perp}c_{\perp} \beta (c\beta)^{-1}]^{(n/2)} (dg_r^n) 
= J dg_r^n.
$$

(17)

Proof. Invert (16) and replace $\beta_2$ by $c_{\perp} \beta (c\beta)^{-1}$.

The following proof demonstrates the claim in Section 3.2 that assuming we know which rows of $\beta$ are linearly independent so as to impose linear identifying restrictions makes this assumption a priori impossible.

Theorem 4 Given $r$, use of the normalisation $\beta_2 = c_{\perp} \beta (c\beta)^{-1}$ results in a transformation of measures for the transformation $\beta_2 \in R^{(n-r)r} \rightarrow p \in G_{r,n-r}$ that places infinite mass in the region of null space of $c$ relative to the complement of this region.

Proof. Let $\rho_{c_{\perp}}$ be the plane defined by the null space of $c$. Define a ball, $\mathcal{B}$, of fixed diameter, $d$, around $\rho_{c_{\perp}}$ and let $N_0 = \mathcal{B} \cap G_{r,n-r}$ and $N = G_{r,n-r} - N_0$. Since for $d > 0$, $\int_N Jdg_r^n$ is finite whereas $\int_{N_0} Jdg_r^n = \infty$, we have

$$
\frac{\int_{N_0} Jdg_r^n}{\int_N Jdg_r^n} = \infty.
$$

Discussion: Essentially, the Jacobian for $\beta_2 \rightarrow p$ places infinitely more weight in the direction where $c\beta$ is singular. Thus, normalisation of $\beta$ by choice of $c$ with a flat prior on $\beta_2$ implies infinite prior odds against this normalisation.

To demonstrate this result, consider a $n$–dimensional system for $y = (x', z')'$ where $x$ is a $r$ vector. To implement linear restrictions a normalisation must begin by first choosing $c$. Suppose it is believed that if a cointegrating relationship exists then it will most likely involve the elements of $x$ in linearly independent relations. That is in $y_\beta = x_\beta_1 + z_\beta_2 \sim I(0)$, det $(\beta_1)$ is believed far from zero making it safe to normalise on $\beta_1$, and so choose $c = [I_r, 0]$ and estimate $\beta_2 = c_{\perp} \beta (c\beta)^{-1}$.

From (17) we see as $p = sp(\beta) \rightarrow sp(c)$, $c_{\perp} \beta \rightarrow O_{(n-r)xr}$ and $c\beta \rightarrow O(r)$ and $J \rightarrow 1$. However, as vectors in $\beta$ approach the null space of $c$, that is det $(c\beta) \rightarrow 0$, then $(c\beta)^{-1} \rightarrow \infty$, and thus $J \rightarrow \infty$. As a result the prior
will more heavily weight regions where \( \text{det} (c \beta) = \text{det} (\beta_1) \approx 0 \), contrary to the intention of the economist. As a trivial example, consider our money demand study with \( r = 1 \) and \( \zeta_t = \beta_1 m_t + \beta_2 \text{inc}_t \). If we believe money is most likely to enter the cointegrating relation, we would choose \( c = (1, 0) \) as we believe \( \beta_1 \neq 0 \). Yet the Jacobian places infinite weight in the region \( \beta_1 = 0 \) excluding \( m_t \) from the cointegrating relation.

To support the use of model averaging in this application, we provide here proofs that the posterior will be proper and all finite moments of \( \beta \) exist. Since \( g_\omega \) (in (8)) is finite for the class of priors considered, for the Bayes factor to be finite requires the integral with respect to \( \beta \) to be finite. The following are some general results with respect to this integral.

**Theorem 5** The marginal posterior density for \( \beta \) conditional upon \( \omega \) has the same form for each model considered:

\[
p(\beta|M_\omega, y) \propto |\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2}
\]

where \( k_\beta (\beta|M_\omega, y) = |\beta' D_0 \beta|^{-T/2} |\beta' D_1 \beta|^{(T-n)/2} \).

**Theorem 6** The marginal posterior density for \( \beta \) conditional upon \( \omega \) in (18) is proper and all finite moments exist.

**Proof.** Denote by \( b_{ij} \) any element of \( \beta \). The proof follows from the result that the integral

\[
\mathcal{M}_\beta = \int_{V_{r,n}} |b_{ij}|^m k_\beta (\beta) \, dv^n_r
\]

for \( m = 0, 1, 2, \ldots \) is bounded above almost everywhere by the finite integral \( \mathcal{M} \int_{-1}^1 |b_{ij}|^m \, db_{ij} \). As the elements of \( \beta \), \( b_{ij} \), have compact support, it is only necessary for this proof to show that \( k_\beta (\beta) \, dv^n_r \) is bounded above almost everywhere by some finite constant function over \( V_{r,n} \) (note the adjustment to the integral over \( G_{r,n-r} \) simply requires division by the finite volume of \( O (r) \), thus we only need consider the integral over \( V_{r,n} \)). As demonstrated in the proof to Theorem 2 above, \( dg^n_r \) is integrable and therefore bounded above almost everywhere by some finite constant, \( \mathcal{M}_1 \).

The eigenvalues \( \lambda_j (D_l) \) for \( l = 0, 1 \), will be positive and finite with probability one. By the Poincaré separation theorem, since \( \beta \in V_{r,n} \), then

\[
\Pi_{j=1}^{r} \lambda_{n-r+j} (D_l) \leq |\beta' D_1 \beta| \leq \Pi_{j=1}^{r} \lambda_j (D_l)
\]
and so $k_\beta (\beta)$ is bounded above (and below) by some positive finite constant, $M_2$. Thus $k_\beta (\beta) dg^n$ has a finite upper bound, $M = M_1 M_2$. With the compact support for $b_{ij}$, these conditions are sufficient to ensure the posterior for $\beta$ will be proper and all finite moments exist (see Billingsley 1979, pp. 174 and 180).
Figure 1: This figure shows the densities over 60 periods of the impulse responses of consumption to a permanent shock. The upper panel shows the 20% (0-0.2), 40% (0.2-0.4), 60% (0.4-0.6) and 80% (0.6-0.8) highest posterior density intervals. The lower panel shows the density profiles for the impulse response at $h = 10$, 30 and 60 periods into the future.
Figure 2: This figure shows the densities over 60 periods of the impulse responses of investment to a permanent shock. The upper panel shows the 20% (0-0.2), 40% (0.2-0.4), 60% (0.4-0.6) and 80% (0.6-0.8) highest posterior density intervals. The lower panel shows the density profiles for the impulse response at $h = 10$, 30 and 60 periods into the future.
Figure 3: This figure shows the densities over 60 periods of the impulse responses of *income* to a permanent shock. The upper panel shows the 20% (0-0.2), 40% (0.2-0.4), 60% (0.4-0.6) and 80% (0.6-0.8) highest posterior density intervals. The lower panel shows the density profiles for the impulse response at $h = 10$, 30 and 60 periods into the future.