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1 INTRODUCTION

Within the framework of the large macroeconometric models there are two overriding reasons for
modelling the process of policy response to economic events, The firg is the obvious importance of
this topic to the policy formation process itsdf. The second is the need to provide a basic model
closure so that the modd is a sensible forecasting tool.

The use of modds in policy formulation has been one of the prime uses of these modds since they
were firg developed. This can vary from the traditiona technique of smply specifying exogenous
fiscal and monetary policy and then using the mode! to forecast conditional on these assumptionsto a
complex range of optima control techniques or endogenous feedback rules. The underlying objective
is dways the same; to help to specify a ‘better’ set of economic palicies through the use of a fully
specified modd of the economy. Even in the most basic approach of exogenous economic policy
varigbles, we should il think of policy as being an endogenous response, dthough it is not formally
moddled as such. The moded is used to investigate the effects of a particular, given, set of policies.
These policies may be repecified many times by the modd user until a satisfactory result for the
economy emerges. In more complex modeling exercises this process is made forma by actudly

gpecifying the mechanism the policy maker uses to respond to economic events.

The modd dosure aspect of policy formulation is primarily a technicd issue of interest to moddlers.
It is smply that the policy formulation process is so important to the economic properties of a model
that it has become increasingly obvious thet it is dmost meaningless to consder a models properties
in isolation from the assumption made about policy formulation. As modes have become more
sophigticated the “old” exogenous economic policy assumption has become increasingly untenable.
For example a modd which includes rationa expectations will often smply not solve under the
assumption of fixed policy settings, and indeed we know that often it should not. The particular
specification of the policy response dso may have enormous effects on a modds response to any
given shock and so it has become increasingly obvious that any model comparison exercise must be
done on the basis of smilar economic response assumptions (eg. Bryant et ad 1988, 1993)
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otherwise the exercise smply reduces to the finding that different policies give rise to different effects
and nothing can be said about the actud differences between the models.

There are a range of formd gpproaches to the modelling of policy responses. This chapter will
survey the approaches which have been used in the literature and explain the motivation and
workings of the new agorithm which will be used later in this book. The moddling of policy response
may be characterised in a number of ways depending on the issue being highlighted. It may be done
in terms of gpecifying an objective function and a set of palicy instruments or in terms of gpecifying an
equation (feedback rule) which links the policy variables directly to the models outcomes. If we are
consdering the latter case we can consder equations which derive their parameters in a forma
optimal way or equations which have some other method of choosing the parameters. We might
congder only the deterministic modd or we might focus on the stochastic moddl and the consider
whether we are concerned with just executed outcomes or if we are aso concerned with minimising
the variance of the outcome. Finaly we might consder the smple case of a single policy maker or
we might set the problem within a game framework where two, or more, players compete in a policy
game on the basis of a range of bargaining arrangements such as Nash stackelberg or co-operative

solutions.

Our am is to argue that in recent years there has been a generd move towards the use of explicit
feedback rules which are ether optima (in the sense that their parameters are chosen to minimse
some criteria) or are designed to minimise the variance of the outcome of the economy but which do
not do this optimaly. This has come about mainly because of the numerica complexity of choosing
optimal parameters with respect to a stochastic modd. We will conclude by outlining a smple
technique which dlows the use of optima parameter sdlection on a stochastic model and thus opens
up the possibility of full optima feedback rulesfor policy anadysis even in amulti player game setting.



2 OPTIMAL CONTROL AND POLICY RULES

The basic underpinning of al policy work is the optima control framework where we specify an
objective function and an economic system and choose the optima setting for the policy ingruments
in the light of the these two dements. Even the specification of exogenous policy varigbles may be
interpreted in this way, with the optimisation being done informaly “off modd’. Optima control has
been carried out on large modds for a congderable time, early examples are Chow(1975) and
Bray(?7?7?), asurvey of techniques used may be found in Fair(1984) or Hal and Henry(1988). The
basic gpproach is to think of a macromode in its most generd form as a mapping from the known
information st Xi=Xo....X1, Y=Yo....Yr1 ONto the future endogenous variables Y. i=0..T, an

expression for agenerd macromode would be;

Y (Y » X, V)= 0 1

the solution to which can dso be written as a function of current information and plitting the

exogenous variables into n policy variables U, and the other exogenous variables X*:

Yisi :V\(U;X*,Y) i=1.... T 2

A policy rule might then be chosen to minimise any given cost function, such as the standard
Queadratic function given below:

T
MiNC= & (Yui - Yo, ) 3
i=0

where the optimd policy rule will be that which stisfies

T

azay-Y)w,.U,x*y)y=0 . 4
i=0 J J=1....n
k=1.....T
where
w,, (U, X*y) = 9MXU) 5
: dek



In the case of alarge non-linear modd it will not generaly be possble to find an explicit andytica

solution to (4) but there are numerical techniques which are now well established for solving (4). This

is called an open loop control procedure as the process does not allow us to take account of a
change in the initid conditions or the exogenous variables except by recdculating the complete
solution to (4). The dternative to thisisto specify the solution to (4) in the form of an equation, thisis

then called the closed loop form of the solution and can, in generd be written as,

Uik = f(X,Y) 6

If the function F can be written down then this forms a closed loop feedback, in that it would be
possible to caculate the appropriate change in u; for any changein ;. Thisis only possible for linear
models. For the non-linear case one has to solve the optimisation problem numericaly and hence
derive open loop trgectories for the policy instruments, ie. a given value for each u; ineach t. If the
future vaues of X change then the optimisation problem has to be resolved and a new trgectory

cdculated.

Itis clear from equation 6 that the fully optima rule makes use of the entire Sate vector of the mode
including al future vaues. This rule istherefore likely to be quite complex and, as dready noted, it is
not generdly possible to solve this equation explicitly.

There are dso a number of conceptua reasons why people have argued againg the use of such a

complex solution rule;

Firgly the function F exploits the full information about the structure of the modd. Whet tends to
happen in practice on an empiricd macromodd, is that the rule will exploit the dynamic
characterigtics of the system being controlled or ese may find some facet of the modd that does not
truly reflect the red world. This might smply be some odd quirk in the mode, an odd non-lineearity,
a corner solution or even an extreme assumption such as rationa  expectations which the optimal
policy rule is adle to exploit. Optima policy rules therefore tend to be highly mode specific, as is
demondtrated by Bray et d (1995). The optima policy description may smply be erroneous or else



be dependant on the accuracy of the modd specification, as wasfirgt identified in the Bal Report. In
particular, it will be little help if there is uncertainty about either the underlying sructure of the
economy or at the very least the rate of dynamic adjusment in the economy. In generd, policy
condusions gemming from specific dements of a modd in which we have little faith should obvioudy
be avoided.

The second problem, also identified by the Ball Report related to the Lucus critique. Lucus (1976)
was the firg to raise doubts about the usefulness of macroeconomic models for policy making when
economic agents formed expectations which where forward looking. The mere announcement of a
future change in policy could therefore ater agents behaviour. The problem is that having changed
agents expectations and hence their behaviour, the incentive to carry through the announced policy
might evaporate. Put formdly, the presence of forward looking expectations in the mode will mean
that the derivative of the mode solution to future policy changeswill not in generd be zero, ie.

dYt 1
d th+i

0 7

Thismeansthat a policy for period t+i will be optima for current period t, in which it is derived but
may no longer be optima when the future period t+i actudly arives. This is a time incongstent
policy.

As Kydland and Prescott (1977) point out, this raises serious problems regarding the credibility of
the optimal policy in the eyes of the private sector because there may be an incentive to renege on
any preannounced policy. They regard the time inconsstency property as a fundamenta problem in
the use of optima control methods for macroeconomic policy design. In the concluding paragraphs
of this semina paper Kydland and Prescott argue that instead of attempting to select a policy

optimaly,

"it is preferable that selected rules be simple and easily understood, so that it is obvious

when a policy maker deviates from the policy. There should be institutional



arrangements which make it a difficult and time-consuming process to change the
policy rulesin all but emergency situations.”
To some extent some developments in the literature have attempted to circumnavigate this problem.
Barro and Gordon (1983) examine whether reputational considerations can restore credibility for
policy makers and hence avoid the inferior outcome of the time consistency condraint. They assume
that policy makers suffer aloss of reputation if they renege on their earlier commitments. With this
"punishment” mechanism in place, Barro and Gordon show that credible and sustainable policies

superior to the time congstent policy can exist.

This seems to ignore the main message in Kydland and Prescott, in that building credibility will
require some process of monitoring the authorities actions.  This is going to be very difficult if the
optima contral rule is very complex. Of course in redlity, as we have discussed above, there is not
going to be a (feedback) "rul€’, rather, since the economy is non-linear, there is going to be a stated
open loop trgectory for dl the policy indruments. This would have to be updated with each new
piece of economic data. Monitoring the authorities actions would therefore consst of everyone
having access to the same mode and data sources that the authorities were using to caculate the
optima policy. While this might prove costly and would not be particularly easy to communicate in
the media for example, it is not completely out of the question. Ultimately therefore, it again comes
down to the pertinence of the mode!.

The dternative which many authors have used to the full optima feedback rule because of these
disadvantages is to design rules that exploit only the information which we believe to be useful and to
de-emphasise the less rdligble dements of the modd's structure. Thus smple feedback rules are
generdly a redtricted form of the full optima control solution which limit the amount of information
drawn from the structure of the modd to those areas which are of specia relevance to the policy
question at hand (see for example, Vines et. d. 1983; Currie and Levine, 1985; Taylor, 1985 and
Edison et. d. 1988). By implicitly excluding much of the modd, smple rules are supposedly robust
to uncertainty. Furthermore, if articulated publicly, they meet Kydland and Prescott's criteria of
being smple and easy to interpret, and therefore useful when it comes to monitoring the authorities.



Simple feedback rules were developed in the engineering literature and later applied to economic
systems. Phillips (1954 & 1957) discusses the relative merits of proportiond, integral, and derivative
control. Proportiona control for example, is where a control variable is set in proportion to how far

atarget varidble isfrom some desired value, ie.

u. = bz(Yt-Yt) 8

Blake and Westaway (1994) point out that a proportiond rule with respect with inflation will leave
the price level indeterminate and hence will not adequately close a macromodd. In the language of
the 1950s, this is because "complete error correction is not obtained” with such a rule "since the

correcting action continues only because the error exists' (Phillips, 1954, p.298).

Integra control, on the other hand is where the policy instrument is adjusted in some proportion to

the sum of the targets differences from its base or desired vaues:

ut:bsé.(Yt-Vt) 9

t=0

Taking firg differencesthisis equivaent to:

Du = b, (Y - Y¢) 10

Technicdly, an integra contral rule may be sufficient to ensure mode closure. Bt thisistrue of only
alimited class of models.

The performance of the find rule can be further enhanced by the incluson of derivative control,
where the control variable is set according to the rate at which the target variables are accelerating.

Thisgives

u, = bl (DYt - th) 11

This may be thought of as an atempt to ded with the dugishness of feedback rules by trying to make
the rule react as rapidly as possible to any change in circumstances. Combining equations (8), (10)



and (11), gives us the full sandard closed loop feedback rule that includes e ements of proportiond,
integral and derivative control;

Du, = b,D?(Y,- Y,) + b,D(Y, - Yi) + b,(Y, - Y) 12

Such arule gill only reflects a very smal part of the optima closed loop feedback rule given above,
in paticular the rule is amplified in two very important respects, only a very smdl pat of the
information set is utilised and only past or current values of the modd variables affect the settings of
the policy variables. This second point is particularly important as it means that the rule will normaly
only reect to events rather duggishly and this can give rise to dow and ungtable policy responses.
When we think how policy is actudly conducted it is obvious that policy makers go to great lengths
to anticipate future events so that they may react in anticipation of future problems. It is however
possible to go beyond the standard framework of (12) to incorporate this effect by adding aforward
looking component to the feedback rule following Hal and Nixon(1996) in the following
Specification,

u. =au., +(1' a)ut+l + lez(Yt - ﬂ + bZD(Yt - vt) + bS(Yt - ?t) 13

Whena iscloseto 0 therulewill react to events along way into the future whileif a iscdoseto 1 it
will only react as changesin Y take place.

3. OPTIMAL, ESTIMATED AND CALIBRATED SIMPLE RULES

Within the context of the smple rule (13) there is an important distinction based on how the
parameters of the rule are chosen. When such rules were firgt introduced into economics by Phillips
in 1954 the parameters were sdlected in alargely informa way, mainly by trid and error. Later work
was undertaken to parameterise the smple rules in a more forma way and so optimd smple rules
were developed. This is done quite amply be specifying an objective function such as (3) and then
treating the parameters of the control rule (13) asthe control variables which are to be determined so
that (3) isminimised. If the model were linear and dl Sate variable gppeared in the control rule this

10



would smply be a direct way of cdculating the optima feedback rule. Generaly the mode is not
linear and only a very redtricted set of feedback variables are consdered and so the form of the rule
represents an overdl condraint on the optimisation. It is hoped tha this condrant rules out
unreasonable policies while the use of forma optimisation gives the choice of parameters a proper
foundation in the structure of the modd. Of course, it is not necessarily the case that a particular
ample rule will behave wdl and part of the kill of a moddler isin knowing the form of smple rule
which will work satisfactorily in any given modd.

Directly estimated rules

Inwork of this sort, what might be termed descriptive methods are used to identify policy rules. The
question thus posed is whether over the past the policy actions of the centra bank (or the fisca
authority) can be represented by an estimated rule linking instruments to targets. Examples include
Clarida et a (1998) applied to G6 and E3 (UK, France and Itady), and Waton and Massone
(1999), for the UK. Clarida et d provides the most fully worked out verson, and we use this as
representative. Their monetary reaction function starts from the form used by Taylor linking interest
rates to discrepancies between inflation and its target, and the output gap,

rr=a +b[P,]+dEx (14)

wherer isthe nomina short rate, (r* itstarget), P therate of inflation and x the output gap (y-y*;
wherey isred output). Assuming interest rate smoothing and rationa expectations gives the
equation in aform suitable for esimation, i.e.

rr=@-r)ya+@Er)bpP,, +@ r)dx +rr,_, +e (15)
where the interest rate smoothing is given by the equation

rt:(l' r)rt*+r o TV, (16)
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with v; white noise, and the error teem € in the estimated eguation above is a combination of

“rationa” forecast and equation error,

§=- - N[b(P, - E(P.,)+d(x - E(x)]+V (17)

Edtimated by GMM for the G3, and for what the authors describe as the E3 (namely the UK,
France and Italy) usng monthly data for the sample 1979M4-1993M 12, the equations generaly fit
wdll.

We argue that there are two fundamental problems with this gpproach. Thefird is the problem of the
econometric identification of the reaction function, the second is the economic interpretation of this

function onceit is derived. We will discuss these two in turn.

The econometric problems of identifying a reaction function where none of the varigbles are weekly
exogenous are profound. The authors themselves interpret their equations as characterisng monetary
policy over the period, showing that there was a concerted move towards inflation targeting, dbeit
what the authors call “soft-hearted” targeting, i.e inflation targets with some gabilisation dement in
policy too (Svensson (1998) refers to this as “flexible’ inflation targeting). Thet is, the response to a
rise in expected infletion is to push up nomind rates by a sufficient amount to incresse red interest
rates. In this case b >1 and the authorities move the red rate to stabilise inflation and output. Where
b <1 then the authorities do not move nomind rates by enough to stop red rates from declining, so
increases in both inflation and output are possible. The results for the G3 show that the basdine
specification given by equation (15) above works best. In other words, the addition of additiona
variables like money aggregeates or exchange rates does not add significantly to the explanatory
power of the equation. Also adding lagged inflation does not significantly improve the equation, and
the authors interpret this as confirming the forward looking specification used in the modd. In sum,
the estimated equations are advanced as a plausible description of how centrd banks have
conducted policy. There is aso the suggestion that the results may be interpreted as showing what
policies were actudly desrable.(see Clarida et.d (1998) pl037). We discuss such an optimal
interpretation of these equations below. Even interpreting the results as a description of what
12



determined policy actions of the authorities is highly problematic. Fitting econometric equations to
ingruments and objectives and interpreting the result as an actud reaction function is dmost certainly
ingppropriate. Asthere is afundamenta identification problem involved in exercises of this sort: there
ae a least two relations between these variables — the "true “ policy reaction function (which we
assart is not what the authors identify with their equations), and the relaionships of the economy
itself. The fitted equations combine these two in some unknown way. The authors argue that the
benefit of their “weskly redtricted” version of the reaction function is thet it is sengble for a wide
range of different macroeconomic frameworks (models). It is hard to know how we would establish
this. Estimating by alowing for the regressor variables to be stochastic, as the authors do, does not
ded with this issue. A Full Information method is required as a means of identifying both the
responses of the economy to policy and other exogenous shocks on the one hand, and the policy
responses to developments in the economy on the other. Furthermore, there is dmogt certainly
sructura change affecting both of these basic relations — the model and the policy reaction equations
— in different ways. Thus we would strongly suspect that equations of this sort, athough apparently
wdl fitting, will exhibit sructurd ingability. This suggests a smple way to test the vdidity of the
Clarida et d approach, isto test its structura stability. Our argument suggests these estimates must

be structuraly or parameter unstable.

The second problem we identify is that even assuming the estimation has correctly identified the
authorities reaction function, the interpretation of this equation is profoundly difficult. The best that
can be sad is tha it represents what the authorities were actudly doing. But were they behaving
correctly, or optimaly, or were they in fact following a completely erroneous set of policies. Even if
we can assart that the authorities have been operating a good set of policies are they based on a
particular form of co-operative structure? How would the policy have changed if the form of co-
operation changed? All these questions are completely unanswerable from the perspective of this

methodology and hence represent a sever limitation on its use for policy andyss.

4. GAMES
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Policy andlysis is often carried out as if the government was the only agent in the economy who is
able to exercise any degree of discretion. Even in a closed economy this is not obvioudy the case,
the monetary and fisca policy makers may not dways co-operate perfectly and many sectors of the
economy may be able to make there own well informed decisons. When we consder an open
economy then there is obvioudy a need to investigate the form of co-operaion between policy
makers in different countries and so we need to draw on the game theory literature to structure our
andyss of how co-operation may take place and how to investigate the consequences of these

dructures.

In this section we will give a brief account of the main ideas behind game theory. A more complete
expodgtion may be found in Intriligator (1971). Two primary sources of particular importance are
Luce and Raiffa (1957) and von Neumann and Morgernstern (1944).

In the conventiona discusson and use of control theory and optimisation given above, the implicit
assumption is made that there is one decison maker whose preferences are represented by a single
objective function. Game theory is the extenson of conventiond optimisation theory to the case of
multiple decison makers. The generdisation to two ore more decison makers, or players,
considerably complicates the problem, as one player's welfare not only depends on his decision and
the equations of the system, but aso on the decison made by the other player. In its most genera
form the multiplayer game will not generdly yidd a unique sable solution and so much of game
theory has involved defining particular types of games which are tractable. Games can be classified
by the nature of the payoff function; a zero sum game, a constant difference game of a non-zero sum
game. They may be classfied by the number of players, a two-player game or an n-player game.
They may dso be classfied by the number of strategies each player may adopt, which may be either
finite or infinite. Findly they may be dassfied by the amount of negotiation before play isinitiated, we
may consider co-operative games if codlitions between players are dlowed, or non-co-operative

games where no coalition are alowed.

In generd the use of co-operative solutions redly amounts to a reduction in the number of

independent objective functions being maximised. So if we have a two player game a non co-
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operaive game will involve each player independently maximising a utility function. The co-operative
game will involve the formulation of a joint utility function (so there is only a single function in this
case). Co-operdtive games, or games which involve subgroups of co-operating players can then be
treated by standard optimisation techniques and the presence of co-operative behaviour does not
complicate the game structure. The real increases in technical complexity then come about when we

consider non-co-operative games.

The mogt widely explored game is the two-person zero sum game; in this game there are only two
players and the set-up of the game is such that each player is competing for a larger share of atota
but fixed payout. Even in such asmple game, the possibility arises that no unique solution exists, and
locating a solution, assuming one exists, may be andyticaly very difficult.

The analysis may be extended to adlow for uncertainty in the response of one player to the other, to
dlow for non-zero sum stuations and to alow for co-operation between groups of players when
there are three or more players. We will not pursue these elaboration’s here as the essentid point
which we require is evident, that even in a smple game the assumption made about the other player's

behaviour is critical.

Suppose We consider two individuals who have a respective set of decision variables X, x? and each
individua welfareisafunction of his own decison and the decison of the other individud, i.e.
Us(x, %) and Ux(xt, %) (18)

We are dedling with a non-co-operative game 0 that each individua sdlfishly maximises his own
welfare regardless of the effect on the other individua, subject only to any congraints which we
assume have dready been subgtituted into the objective function. The richness of the game arises
from the incluson of terms in the other player's discretionary variables in the first player's utility
function. These terms are not, of course, exogenous to the actions of the player, as the other player
may dter his behaviour in response to a move by the first player. Because each player's srategy
depends on the strategy of the other player, we cannot use standard optimisation techniques to solve
such a problem. In fact, the norma numerica solution procedure is an iterative one but we will not

pursue that here. We can however characterise various types of solution. The genera solution is
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given when both players optimise subject to the optima srategy of the other player this is given by
the Nash(1951) solution. It may be characterised by a pair of points (xy, x5). which have the
property that
Ua(xu, x%)3 Uy (X5, x%)
U, (X, X20) 3 UL (O, X3) (19
This states that given that player 2 implements xi player 1 prefers xy to any other permissible
choice of x* open to him, and smilarly given that player 1 implements xi player 2 prefers x2 to any

other permissible choice of X;.

To solve a problem for the full Nash solution is numericdly difficult even assuming that the solution
exigs, and often my not be andyticaly tractable. So two redtricted forms of solution have been
evolved which do not have the full optimising consstency of the Nash solution but which have the
advantage of being much easier to solve. The firgt of these is the Cournot solution. Thisis defined as
the solution which occurs when each player forms some expectation about the behaviour of the other
player, and optimises subject to that expectation. In generd this solution will differ from the Nash
solution if the expectation about the other player's action differs from his finadly chosen action. This
solution may be characterised by apair of points (x., xZ). such that

Ui(xs, x3)3 U (X4, x%)
Uo(xs, x2)3 U, (X, x%) (20)

where x;, x; isplayer 2 and player 1's expectation of the other player's action respectively.

The second form of restricted solution is the Stackelberg game. In this game there is a clear leader
and follower. The leader announces some action and the follower optimises subject to that
announcement. The leader then optimises subject to the optima behaviour of the follower. This may
be characterised as apair of points (x%, x2) suchtha

U.(xd, x3)3 U (X', X%)

U2(xs, x2)3 U, (X', X%) (22)
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where player 1 isthe leader and x; is the announced policy. Player 2 plans on the basisof x; even
though it is not an optima policy for player 1.

When we are deding with large modds al these basc forms of game solution may be solved
numericdly, athough the computationd burden of solving for the full Nash solution may be high. The
Cournot solution is the easiest to compute as this Smply involves standard optimisation conditiona
on the announced plans of each agent. The stackelberg game is dso quite smple to solve as agent 2
carries out a Smple optimisation conditional on agent 1's announced plan and then agent 1 carries
out another standard optimisation conditiona on the outcome of agent 2's optimisation. The Nash
game requires an iterated solution procedure which basically conssts of a series of standard
optimisations, each one carried out conditional on the other agents optima policies from the last
round. Eventudly, if the procedure converges each agent will be behaving optimaly conditiona on
the other agents optimal behavior.

Within this structure the players in the game may be optimising an unconstrained objective function or
they may be optimising the parameters of a smple feedback rule as discussed above.

5 STOCHASTIC MODEL ANALYSIS

Econometric models, are by there very nature subject to uncertainties. So it is often ingppropriate to
think only of the point forecast given by a conventiond deterministic modd solution. We may wish to
consder two important consequences of the stochastic nature of modes. Firs the determinigtic
forecast of amodd is not generdly the mean forecast of the modd. Thisis true Smply because if we
have a stochastic process e, with mean zero and variance s ?, and we apply some non-linear

transformation to it to give avaridble z=f(e) then E(2)* f (E(e)) so whenever we are deding with

non-linear models the expected value of the outcome will be different from our modd solution given
by the deterministic modd. Second we may wish to choose a set of policies which are deliberatdy
designed to reduce the uncertainty of the actua outcome. Thet is we may wish to give some weight

to reducing the variance of the models outcome when we design the policy regime.
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The generd technique for andysing stochastic models is cdled stochagtic smulations and it is
aurveyed fully in Hal and Henry(1988). The basic approach used is to draw atificial random
numbers from the a set of digtributions which are given by the uncertain eements in the modd (the
eror terms and the stochagtic parameters). The modd is then solved with these random terms
added. The process is then repeasted many times and the solution vaues are collected and there
digtribution is found. For alarge enough sample this didtribution will converge on the true distribution
of the endogenous variables. In our smple illugration above we would draw arandom vaue for e,
, then solve for z=f(g ), this would be repeated many times then the average vdue of dl the z's
would be caculated and its variance and this would approximate the true digtribution of z. This can
clearly be a computationaly expensive task but it has been widdy used by modellers.

A number of gpproaches have been adopted to the andyss of policy setting within a stochastic
regime which broadly pardld the anadyss of deterministic models given above. Firdt, optima control
agorithms have been developed for dedling with the correctly specified expected vaue of the model
and dso for dlowing an optima policy rule to be chosen which dso minimises the variance of a
particular outcome. Second, a great ded of work has been undertaken to investigate the effect of
smple rules on the stochagtic modd and to sdect rules on the bads of minimising the resultant
uncertainty.

The proposa of Hal and Stephenson(1990) generated an agorithm which dlwed stochastic optima
control to be carried out where the primary focus was on the expected vaue of the levd of the
variablesin the modd (rather than their variance). The notion at the heart of the agorithm was smply
to use dochagtic Smulation to derive a measure of the bias between the expected vaue of the
endogenous variables and the deterministic value. Thus we use stochastic Smulation to evauste dy in
the following expresson,
E(y,) =Y, +d, (22)
The conventiona quadratic objective function can then be re-witten in the following way,
E@Q,(y- ¥y)*)

5 (23)
=aQ,(y+d, - y)* +VAR(y)
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Then assuming the VAR(Y) is a congtant this becomes a standard optimisation problem. Given that ygy
is not congtant we can iterate between optima control runs and stochastic smulations but this is a
small cost astypicaly this process converges very quickly. In effect thistrick alows usto correct the
determinigtic controll solution for the deviation between the deterministic and stochastic solutions. It
does not however dlow any weight to be given to the uncertainty in the modd as the variance is
assumed fixed.

Rustem(1993) addressed the minimum variance problem by adding a term to the standard objective
function which alowed the variance to be gpproximated. The idea here was to evaduate a matrix of

partid derivetives,

J =

e

cals

(24)

That is the matrix which shows the change in the cogt function as the stochagtic terms vary, then we
smply add aterm to the objective function such as,

W3, (25)
Which s, in effect the variance of the objective function, and this can be weighted adong with the rest
of the function to give a robust term. The problem with this approach is that the matrix of partia
derivaivesis caculated in an iterative fashion between optimal control runs and so the optima policy
is hot carried out on the bass of a changing matrix as the control variables change. Hence this

technique tends to understate the posibility to minimise the variance. of the cost function.

In anon optimd setting late 1980's and early 90's saw a number of studies which evauated arange
of policy rules or policy options by usng stochastic smulation to investigete which rule gave rise to
the smdlest variance in outcomes. Bryant et d (1989) included a number of studies looking at world
modes which focused on the stochagtic nature of models and sdected policy rules on the basis of
minimum variance outcomes. Subsequently Brant et a (1992) extended this comparative work to
consider a wider range of models. The work of Taylor(1993) is based solely around choosing
between a range of policy rules based on a minimum variance criteria, this work has had
condderable impact on the policy making community. A common problem with dl this work is
however that the parameters of the rule are selected in an arbitrary way, arange of different rules are
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selected to represent different policy regimes. Stochastic smulations are carried out to investigete the
Sze of the resulting variances of the endogenous variables and then the "best’ rule is sdlected as the
one which gives the smalest variance in outcomes. However the parameters of each rule are Smply
chosen on an "ad hoc' basis and it is possible that different parameters in the same rules could have

produced a different ordering of results or a the very least performed in avery different way.

Clearly to objectively evauate the relative performance of a number of different rules we would want
each of them to be performing at there most efficient level. So each should have the parameters of
the rule selected so as to minimise acommon loss function. This would ensure comparability between
the rules. This however raises afurther question as to what type of gameis being played out between
and how the optimisation should be carried out when there is more than one policy maker being
consdered. Ultimatdy this leads to the conclusion that what we should be doing is to sdect the
parameters of the rule by optimal control so as to minimise the variance of the outcomes based on a
range of solutions assumptions such as Nash or stackelberg games. Taken at face vaue this would
imply that we should be carrying out iterating optimisations over the full stochastic modd, this would
be hugely expengve in computer time (a sSingle sochastic Smulation may take a day of computer
time). In the next section we will outline a solution procedure which will dlow us to cdculate the
same optima solutions under a very week set of assumption which is much more computationaly
efficient and therefore opens up thisided form of modd solution as a practica posshility for the first

time
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6 OPTIMAL RULES TO MINIMISE THE VARIANCE OF ECONOMIC
VARIABLESIN A GAME CONTEXT.

Given the preceding discusson, the type of anayss we propose as an advance over current
gpplications and their limitations is to choose the parameters of a st of rules o as to minimise the
variance of sdected variables in the economy when it is subject to a particular set of stochastic
shocks. Moreover, this often needs to be done alowing for possible strategic interaction  between
different policy makers, so the andyds has to dlow for game playing which will involve successve
optimisations over a number of players to achieve a range of different forms of solution, eg Nash,
stackelberg, co-operative etc.. We therefore specify the problem, in compact notation as,

min var (C) = var(& F & QY,) (26)
Y, = g(eu)

where eisamatrix of k stochagtic terms over the T periods of the modd solution which have a given
covariancematrix W,,Y isthe vector of endogenous variablesinthemodd, F and Q are weights

in the cost function and u is a vector of control variables which in our case are the parameters of a

contral rule. In apolicy game each player would have an objective function of thisform.

The computationd burden of this form of problem is considerable; to evauate the variance done
needs a stochastic smulation involving thousands of conventiond modd solutions. This kind of
solution would have to be cdculated many hundreds of time during a conventiond numericd
optimisation. It seems that, for this reason aone, researchers have not pursued this approach to
policy formulation. The innovation we propose is a amplification of the problem which will yidd an
identical solution for most forms of nonlinearity which are observed in the large macro models. The
idea here is based on the notion that any monatonic transformation of  the cost function will yidd an
identica solution for the control variables. So if we minimise the variance of the cogt function (V(.))
with respect to a set of variables u then we will have exactly the same solution for u if we minimised

a monotonic transformation of V (eg. log (V) or V?). We use these propositions to substantialy
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reduce the computationa problem in minimising V(.), using a specia transformation based on two
eements: the fird is the technique of anti-thetic errors used in stochastic smulation, the second
condructs a minimum set of replications which exactly reproduce the covariance métrix of the

stochastic process.
Anti-thetic Errors

Anti-thetic errors smply mean that instead of drawing a sequence of completely random sets of
shocks, the sets of shocks are chosen in symmetric pairs so that two replications from a stochastic
samulation represent an exactly symmetric pair, in terms of the shocks being applied to the modd.
This technique increases the efficiency of stochastic Smulations enormoudy but even one pair gives a
lot of information. For example if the modd is linear then the resulting average of the endogenous
vaiables from the two solutions will be identicad to the deterministic modd solution, hence any

divergence from the determinigtic solution is an asolute Sign of non-linearity
Minimum Set of Replications

For the moment lets assume that we are dedling with a single stochadtic error term. In that case the

following objective function would be our monotonic transformetion of (26).

mn C'=4F,4Q (lgeu)- g0.u|+|gt-au- g@u)]) @)

This objective function minimises the absolute deviation from the no shock solution after gpplying an
arbitrary size shock to the model. The antithetic errors are represented by the two terms with plus
the shock and minus the shock. Our claim is that there is a monotonic transformation between this
objective function and (26). Hence the resulting optimal u will aso be the solution to (26).

If we were deding with a single error this would obvioudy be sufficient to give the solution we
require. However, there is a further complication when the vector of errors is larger than a single

scadar. The problem is that any single draw of the error vector cannot be representative of the whole
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digribution of errors, o it cannot represent the covariance matrix. A scdar error can have a vaue
equal to its standard error but a vector cannot have both variances and covariance' s equal to the full
covariance matrix. This point can be seen by consdering the bivariate case. Let the covariance

meatrix be,

Now any single pair of shocks cannot give both the variance and covariance' s smultaneoudy. For
example (1,1) has unit variances for both errors but a unit covariance, (1,0) would have a zero
covariance but the variance on e, would aso be zero. In fact, in this case it takes two sets of shocks
to exactly replicate the covariance matrix. The required shocks are (1,-1), (1,1), which have unit
variances for both errors and zero covariance. The anti-thetic pair corresponding to this would be (-

1,1), (-1-1). So if we were interested in solving the problem for a vector of two stochastic shocks

we could do this by evauating

O P S - :

mn C =a (aF.,aQ(lg(e’,u)- g(Ou)|+|g(-€’,u)- gOu)|)) (29)
j=1 t=1 =1

where k=2 and where the two vectors of shocks (€) are given as above. So in this case, instead of
carrying out many thousand replications to estimate the variance of ¢, (VAR(C)) we can achieve
the same object by cdculating C* based on only four modd solutions. This clearly brings the
possibility of using optima control within the bounds of computetiond feesibility, even in a game
context.

The above case is an example of how the proposed procedure would work for a case of two

shocks. Inthe genera procedure we chose a set of k vectors of shocks such that

w=§ ee (30)

i=1
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This will generdly involve goproximatdy n=k sets of shocks where n is the number of stochastic
elements in the modd being examined. The reason why this is only gpproximate is that the
relationship is different for an even and odd number of shocks. The above formulae gives an exact
determination of the shocks when n is odd but when it is even we need some extra conditions to
uniquely determine the shocks. In the bivariate case above, for example, there are actualy an infinite
number of pairs which would give the required covariance matrix. This can be seen by writing out

the problem in full.

W, =€) +€,
W,=¢ee,+te,e, (3D
W,, =€’ +¢e,
this yields 3 equations in four unknowns and so we need to impose an extra condition to uniquely

determine the shocks, we propose smply setting e, =W,, as the extra required restriction. For an

odd number of shocks we exactly determine the k vectors of errors.

The following table gives the relationship between n, the dimension of the covariance matrix, k the
minimum number of sets of shocks and r, the number of extra sets of redtrictions required.

K R

~N~ o g >~ N - Z
~N O O AN OWON P
o W L, O

So in generd, given the extra effect of the antithetic errors, we will need gpproximately twice number
of replications as the dimengon of the covariance matrix. If we wish to caculate an optima policy

rule for a countries monetary policy given shocks to both the exchange rate in that country and
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shocks to the exchange rate in two other country’s we would therefore need Sx mode solutions to

eva uate the objective function we need to maximise.

The Monotonic Transformation

This proposed technique will not ways give exactly the same answer as (26) above, it is possble
that for a sufficiently non-linear modd the mapping between (26) and (29) would cease to be
monotonic and hence they would have different solutions. However our argument is that this would
require and extremly perverse and unusud form of non-linearity to be present which is not typica of

any macroeconomic model.

The essence of the monotonicity assumption is that if we have any two sets of control variables, 4

and %, such that

C* (u')>C* (u?) (32)

that is, adeviation in C from its deterministic value is larger for the set of control variables U than Lf.
Then monotonicity between the two objective functions means that

var(C(u))>var(C(\f)) (33)
This amply amounts to the assumption that if one set of control produces larger devidions in the

mode variables from their determinigtic vaues then it will aso lead to alarger variance. In our view it

isdmog inconceivable to think of an economic modd where this would not be true.
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7. The Policy Co-Ordination Exercises

In these exercises we initiate each solution with a shock to government expenditure in the US of
approximately 1\% of GNP for the entire solution period from 1984--1994. Four quite separate
forms of solutions are then compared. In the first, the US react optimdly in terms of its own but
monetary policy (interest rates) remain fixed in Germany and Japan. The same exercise is repeated
for each country, giving a "naiond" optima rule for each. In the second, every country uses its
“nationd” rule from thefirst caseto optimise. The third case is where each country optimises in the
light of, and the knowledge of optima behaviour in each other country---A Nash solution. In the last
case we have a fully cooperative solution. In what follows we refer to the first as single country
optimising, the second as multicountry | (where each of the country assumes no policy reaction from
the other). The third is multicountry 11 (Nash) and the last is multicountry 11l which is a fully co-
operative solution. All solutions are for the period 1984--1994.

Single country optimisng

In this dternative, each nationa authority optimises the weights of its PID monetary rule, in order to
minimise the (proportiond, integrad and derivative) deviations of inflation from its base following the
shock to the USfiscal deficit. But in these exercises, in each country, policy actions are governed by
the national monetary rule, and there is no policy reaction from the other countries. There are {\em
consequences}V for each country which flow from the actions of the others nevertheless. These take
the form of the firg of the spillover effects noted in our introductory section. Thet is, these are
orthodox trade quantity and trade price effects affecting, in this case, Germany and Japan, following
the US fiscal expanson. These operate through net trade and the red exchange rate. But as
monetary palicy in the USistightened to counteract the inflationary effects of the fiscd simulusthere,
we assume that interest rates (and hence red interest rates) do not rise dsewhere.  Case (ii)
introduces this further effect as explained in the introduction, and these interest rate changes will then
exert additiona effects upon wages, prices and employment in the medium term, and hence the
inflation-unemployment choices for the authorities. How important are these latter interest rate
effects? We can congder the evidence on this in comparison between single country optimising and

multicountry .
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Figure 1. Single Country Optimising: Output and Inflation Effects on US of US Fiscad Shock.}

Figures 1a and 1b show the output and inflation effects of the US fiscd shock accompanied by
optimal single country monetary policy response in that country.  Output growth increases by over
1% initidly, but reduces to around 0.5\% over the next 4 years as monetary is tightened. (Figure
1a). AsFigurelb shows, the palicy correction is successful in reducing the inflationary impulse, and
by the end of the smulation the rate of inflation has reached its base vaue.
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Figure 2. Single Country Optimising: Output and Inflation Effects on Japan of US Fiscad Shock.}

If we reverse the roles next, and let Japan's monetary policy react optimally to the US shock we get
the effects shown in Figures2a and 2b. Output growth picks up steadily, but by smal amounts, to
reach 0.1% higher after about 8 years (Figure 28) before fdling. This simulus operates through
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familiar net trade effects. There is a very amdl inflation effect from this. However, as Figure2b
shows, the authorities reduce inflation by a small amount before base (0.1\% after 10 years), entailing
a sndl gan in output with dightly lower inflation by the end of the Smulation. A Smilar pattern
emerges when Germany optimises monetary policy following the US expangon, with smilar orders
of magnitude but with some differences in timing. The differences overdl are not sSgnificant enough
to warrant separate trestment though. (Figures for Germany are therefore not included.) The optimal
weights obtained in this set of single country exercises are then usad in the next exercise, which

begins the multicountry analys's proper.

Multicountry |

We ae now in a podtion to andyse in a preliminary way the optima responses to the US fiscal
shock on a proper multicountry basis. In this next exercise, al countries responds together, each
country according to its own optima monetary policy rule derived from the Smple country optimisng
exercise above. It is a limited form of multicountry response: athough each country follows a
(nationd) optimd rule, it assumes there will be no policy reaction in the other countries. this is an
incorrect assumption to make, and we explore the effects of rdaxing it in (iii) below. However, the
present exercise does introduce further forms of spillover compared with the traditiona case (which
came in () above). Firdly, there are effects between interest rates across countries due to the
workings of interest arbitrage. Second there are policy induced effects on interest rates, as each
nationa authority seeks to offset the inflation consequences of the US fiscd expansion, using its own
monetary policy rule. For both reasons, there will be inflation and unemployment effects due to the
effects of changing interest rates on expenditures, including investment, and thence the capital stock.

Even though each country is (in this limited sense) making an optima response to the US shock, the
effects of it on Germany and Japan are striking. Figure 3 shows the effects on growth, Figure 4 the
effectson inflation. Growth in the US expands more than in the previous case . Inflation rises there
too, but by only a smal amount (Figure 4), peaking at about 0.5\% above base after 1.5 years. The
repercussons in the other countries are profound, especidly in Japan. Inflation picks up markedly
over the firgt two years, and remainsstubbornly high for a further 4 years, a something under 2%
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above base. The source is the gppreciating dollar, and risng import price inflation in the two other
countries. In consegquences, monetary policy has to be tightened very sharply in both Japan and

Germany.

This inflationary effect is compounded initidly by the expandonary effect of the fiscd simulus in the
US on Japanese and German growth. After 2 yearsin the case of Germany, and 3.5 yearsin Japan,
the strongly corrective monetary policy reduces growth. It proves difficult to reduce inflation in
Japan [because $\dotsh$] and growth there is reduced substantidly over most of the smulation
period in the effort to contain the inflationary effects of the increased US deficit
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Figure 3.MultiCountry |: Inflation Effects of US Fiscal Shock.}
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Figure 4. MultiCountry |: Inflation Effects of US Fisca Shock.}
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Although this exercise is obvioudy limited---it assumes that each country assumes the others will not
react to its own policy changes, incorrectly---it indicates that the spillover effects of uncoordinated
fiscd expandon can be very subgtantia indeed. Why does this finding differ so much from the typicd
finding of limited spillovers? There are two parts to the answer to this. The fird is that the
transmisson mechanisms included in our exercise are more eaborate than normaly used. In
particular the emphasis we place upon the medium term effects of interest rate changes, the capital
stock and the supply sde gives added potency to the internationa transmisson of fisca shocks
which themsalves impinge upon interest rates (via orthodox crowding out {\em and}V because the
fiscal shock stimulates monetary responses through the monetary rule). The second is that monetary
policy is an optima policy aimed to squeeze inflation shocks out. In practice monetary reactions to

inflation changes have not proved so severe.

Multicountry I1

One of the limiting assumptions in the previous exercise is now dropped, and we proceed to
implement afull Nash solution on the optimisation. Allowing for each country to optimise, given that it
assumes (correctly) that each of the other does the same, has evident consequences for the
outcomes following the US fiscal shock. Figuress and 6 show the growth and inflation differences
from base in this regime.  As compared with the previous exercise, the growth effects---with one
exception---are more congtrained: the expandon in the US is less initidly, and more stable; while
Japan's experience is dso much less severe, dthough it again hasthe same sort of prolonged growth
recesson as in the previous case, the fdl in growth being about haf that of the previous case & its
wors. For both countries, the mgor gain in this exercise is on inflation. Unlike the Multicountry 1,
inflation in Japan is reasonably well contained, rising between 0.3--0.5% until the end of 1990, but is
effectively squeezed out theregfter (Figure 6}). Inflation in the US is broadly the same as in the
earlier case. Hence, this case may be characterised as showing that better inflation can be achieved
with smdler output losses when adopting Nash-type optimal strategic policies compared with single
country optimising.
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MultiCountry

[The exception to this is Germany, which appears to be the loser in this exercise. There is marked

cydicdity in output responses and inflation, though being stabilised, is so very dowly, and again with

marked oscillations]

Multicountry 111

Once afully cooperative internationd policy regime is indtituted the Stuation is transformed, showing

Subgtantia gains over the full Nash solution.

differences from base for this case.
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II: Output Effects of US Fiscd Shock.}
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The most congpicuous effect is upon US growth which now is positive throughout and much more
gable. Although not as high asiinitidly in case (ii) where there is no policy reaction at al from other
country, in this case, there is a positive increment to growth throughout the period (and by the end of
199 it is il 0.75\% above base). gmilarly, in the other two countries, the adverse effects on

growth are minimised in

than in both of the non-cooperative exercise, and are much less severe. Germany aso has a short-

lived fal in growth compared with base, but positive effects there after. (Figure 7).

[Inflation is effectively contained in each country after some cydling in Germany. At the end, each

II: Inflation Effects of US Fisca Shock.}

this regime. The adverse effects on growth in Jgpan are much shorter lived

has inflation some 0.3--0.4% above base. (Figure 8)].
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7 CONCLUSION

In this chapter we have outlined the conventiond gpproaches to the modelling of policy formulation.
Traditiondly this has falen into one of two groups, fully optima responses or the use of some smple
feedback rule to represent the policy makers behaviour. These two approaches may be carried out
ether for asngle agent or in a game setting between a number of policy makers. There are a number
of conceptud reasons for favouring the use of smple rules and modern economics tends to favour
the idea of policy stabilisation rather than trying to change the permanent behaviour of the economy.
This leads us towards designing optima policy rules which minimise the variance of the economy
when it is subject to shocks. Computetiondly this has been very difficult with exigting dgorithms. We
have proposed an agorithm here which makes this a feasble computationd task even in a full game
context.
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