D.S.G. POLLOCK : BRIEF NOTES ON TIME SERIES

Signal Extraction in the Case of a
Random Walk Observed with Error

Consider an observable random vector

(1) y=£&+n

where £ contains the values of an unobserved signal sequence and where 7
contains the values of a noise corruption. Imagine that £ and 7 have a know
covariance structure. Then the simple theory of conditional expectations indi-
cates that an optimal estimate of the signal would be provided by the formula

(2) E(¢ly) = E(€)+ C(&y) D (y){y— E@w)},

where D(y) stands for the variance—covariance matrix of y and C(&,y) stands
for the matrix of the covariances of y and £. We shall assume that £ is generated
by a random walk such that

<3> £:SE+Z£O7

where S is a summation matrix whose tth row has ¢ units as its leading elements
and T'—t zeros in the following positions and where ¢ is the summation vector
comprising 7' units. The vector £ contains a sequence of independently and
identically distributed elements from a zero-mean white-noise sequence with

variance o2, whilst &y is a presample element from the process generating &.
Then

(4) E(§) =iE(&) and  D(£) = 0285 + poit,

where pg = V(& ). We assume that the elements of the noise vector n are
generated by a zero-mean white-noise sequence with has a variance of 0727.
Therefore, the vector y has the same expected value as the vector &, which
is E(y) = E(§) =iE(&). From these assumptions, it follows that

(5) D(y)=D(§) +o,I  and  C(&y) = D(9).

Now the inverse of the summation matrix S is the differencing matrix V = S§—1
which has units on the diagonal, negative units on the first subdiagonal and
zeros elsewhere. It follows that

C(&,y) = S(021 + poere})S’ and
(6)

D(y) = S(o2I + poere| + 0, VV')S,

where eje] = Vii'V’ is a matrix with a unit in the leading position and with
zeros elsewhere. On substituting these details into equation (2), we find that
(7)
E(Ely) = iB(&) + S(021 + poerer) (021 + poere’ + o, VV') " H{Vy — er B(%o) },



