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1. Introduction  

Time-varying-coefficient (TVC) estimation is a way of estimating consistent 

parameters of a model even when (i) the true functional form is unknown, (ii) there are 

missing important variables, and (iii) the included variables contain measurement errors.
1
 

However, an important assumption is needed to make the technique operational. This 

assumption concerns the choice of what are called “coefficient drivers” (formally defined 

below) and the separation of these drivers into two sub-sets. This separation allows us to 

derive estimates of bias-free coefficients. Intuitively, coefficient drivers are a set of 

variables that feed into the TVC’s and explain at least part of their movement. As explained 

in what follows, this set of drivers is split into two sub-sets, one of which is correlated with 

the bias-free coefficient that we want to estimate and the other of which is correlated with 

the misspecification in the model. This split has always been somewhat arbitrary (much as 

in the case of choosing instrumental variables). The objective of this paper is to put forward 

a method for producing this split that takes account of the non-linearity that may be in the 

original data. As we argue below, this method provides a natural split in the driver set. 

 The remainder of this paper is divided into four sections. Section 2 presents a 

summary of the TVC approach and formally defines the concept of coefficient drivers and 

the need to split the drivers into two sets. Section 3 then proposes a method for determining 

this split. Section 4 provides an example of the practical use of the technique by applying it 

to modeling the effect of rating agencies ratings on sovereign bond spreads.  Section 5 

concludes.   

 

2. TVC estimation 

Here, we summarize the approach to TVC estimation that has been formalized in 

Swamy, Hall, Hondroyiannis and Tavlas (2010). TVC estimation proceeds from an 

important theorem that was first established by Swamy and Mehta (1975), and, which has 

subsequently been confirmed by Granger (2008). This theorem states that any nonlinear 

functional form can be exactly represented by a model that is linear in variables, but which 

                                                 
1
 The development of TVC estimation is due to Swamy (1969, 1974). See also, Swamy and Tavlas (2001, 

2007) and Swamy, Hall, Hondroyiannis, and Tavlas (2010). 



2 

 

has time-varying coefficients. The implication of this result is that, even if we do not know 

the correct functional form of a relationship, we can always represent this relationship as a 

TVC relationship and, thus, estimate it.  Hence, any nonlinear relationship may be stated as; 

ty  = 0t  + 1 1t tx  +  + 
1, 1,K t K tx  

     (t = 1, …, T)                                                         (1) 

Where k-1 is the number of included variables in our model and L> [Steve: something is 

missing] Consequently, this theorem leads to the result that, if we have the complete set of 

relevant variables with no measurement error, then by estimating a TVC model we will get 

consistent estimates of the true partial derivatives of the dependent variable with respect to 

each of the independent variables given the unknown, non-linear functional form. If we 

then allow for the fact that we do not know the full set of independent variables and that 

some, or perhaps all, of them may be measured with error, then the TVCs become biased 

(for the usual reasons). What we would like to have is some way to decompose the full set 

of biased TVCs into two parts -- the biased component and the remaining part; the latter 

would be a consistent estimate of the true parameter. While this is asking a great deal of an 

estimation technique, it is precisely what TVC estimation aims to provide (Swamy, Tavlas, 

Hall and Hondroyianis, 2010). This technique builds from the Swamy and Mehta theorem, 

mentioned above, to produce such a decomposition
2
. 

Swamy, Tavlas Hall and Hondroyianis (2010) show what happens to the TVCs as 

other forms of misspecification are added to the model. If we omit some relevant variables 

from the model, then the true TVCs get contaminated by a term that involves the 

relationship between the omitted and included variables. If we also allow for measurement 

error, then the TVCs get further contaminated by a term that allows for the relationship 

between the exogenous variables and the error terms. Thus, as one might expect, the 

estimated TVCs are no longer consistent estimates of the true partial derivatives of the non-

linear function. Instead, they are biased due to the effects of omitted variables and 

measurement error. There are exact mathematical proofs provided for our statements up to 

this point. 

                                                 
2
 Mathematically this model may appear to be a state space one. However, the interpretation of the 

coefficients is quite different from the standard state space representation. Omitted-variable biases, 

measurement-error biases and the correct functions of certain ‘sufficient sets of excluded variables’ are not 

considered parts of the coefficients of the observation equations of state-space models. This is the major 

difference between (1) and the observation equations of a standard state-space model.   
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To make TVC estimation fully operational, we need to make two key parametric 

assumptions; first, we assume that the time-varying coefficients themselves are determined 

by a set of stochastic linear equations which makes them a function of a set of variables we 

call driver (or coefficient-driver) variables. This is a relatively uncontroversial assumption. 

Second, we assume that some of these drivers are correlated with the misspecification in 

the model and some of them are correlated with the time-variation coming from the non-

linear (true) functional form. Having made this assumption we can then simply remove the 

bias from the time-varying coefficients by removing the effect of the set of coefficient 

drivers which are correlated with the misspecification. This procedure, then, yields a 

consistent set of estimates of the true partial derivatives of the unknown nonlinear function, 

which may then be tested by constructing ‘t’ tests in the usual way. An important difference 

between coefficient drivers and instrumental variables is that for a valid instrument we 

require a variable that is uncorrelated with the misspecification. This often proves hard to 

find. For a valid driver we need variables which are correlated with the misspecification. 

We would argue that this is much easier to achieve. 

To formalize the idea of the coefficient drivers, we assume that each of the TVCs in 

(1) is generated in the following way. 

Assumption 1 (Auxiliary information) Each coefficient is linearly related to certain 

drivers plus a random error, 

 
jt  = 0j  + 

1

1

p

jd dt

d

z




  + 
jt      (j = 0, 1, …, K-1),                                              (2)          

where the  s are fixed parameters, the dtz  are what we call the coefficient drivers; 

different coefficients of (2) can be functions of different sets of coefficient drivers.  

The regressors and the coefficients of (2) are conditionally independent of each other given 

the coefficient drivers.
3
 These coefficient drivers are merely a set of variables that, to a 

reasonable extent, jointly explain the movement in jt .  

Under our method, the coefficient drivers included in equation (2) have two uses. 

Insertion of equation (2) into equation (1) parameterizes the latter equation. This is the first 

                                                 
3
 The distributional assumptions about the errors in (12) are given in Swamy, Tavlas, Hall and Hondroyiannis 

(2010). 
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use of the coefficient drivers. Here, the issue of identification of the parameterized model 

(1) is important.
4
 The other important use of the drivers allows us to separate the bias and 

bias-free components of the coefficients.   

Assumption 2 The set of  coefficient drivers and the constant term in (2) divides into  three 

different subsets 
1 jA , 

2 jA . and 
3 jA  such that the first set is correlated with any variation in 

the true parameter that is due to the underlying relationship being non-linear, the second 

set is correlated with bias in the parameter coming from any omitted variables, and the 

final set is correlated with bias coming from measurement error 

This assumption allows us to identify separately the bias-free, omitted-variables and 

measurement-error bias components of the coefficients of (1).  

Assumption 2 is the key to making our procedure operational; it is the assumption that 

we can associate the various forms of specification biases with sets
2 jA , and 3 jA , which 

means that set 1 jA  simply explains the time-variation in the coefficients caused by the 

nonlinearity in the true functional form. If the true model is linear, then all that would be 

required for set 1 jA  would be to contain a constant. If the true model is nonlinear, then the 

bias-free components should be time-varying and the set of drivers belonging to 1 jA  will 

explain the time variation in these components.  

 

 

 

3. A Suggestion for the Choice of Coefficient Drivers 

Clearly, Assumptions 1 and 2 above are crucial for the successful implementation of 

the TVC approach. As noted above, the split of coefficient drivers stemming from these 

assumptions has always been a problematic part of the TVC-estimation procedure. There 

are, however, certain requirements that can help in selecting both the variables that make a 

good driver set and the split into the two subsets inherent under Assumption 2. 

                                                 
4
 To handle this issue, we use Lehmann and Casella’s (1998, pp. 24 and 57) concept of identification. 
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Consider, first, the broad requirements that a complete set of drivers should fulfill; 

these relate to predictive power and relevance. Consider, again, the driver equations in 

equation (2). 

 
jt  = 

0 0tj z  + 
1

1

p

jd dt

d

z




  + 
jt     (j = 0, 1, …, K-1)   (2) 

Where 10 tz . For this set of drivers to be a good set, the drivers must explain most of the 

variation in 
jt  Hence, we can define an analog of the conventional R

2
 for the estimated 

counterparts to these equations as follows: 

jt

jt

SS

SS
R




12         (3) 

(Where jtSS  and jtSS are the sum of squared residuals and the total variation of the 

dependent variable, respectively). Here, we require the R
2
 coefficient to be as close to 1 as 

possible, so that the drivers explain a large amount of the variation in the TVC. This result 

could, of course, be achieved simply by having a very large number of drivers. Therefore, 

we also require the drivers to be relevant in the sense that the jd  are significantly different 

from zero. Estimation of the full TVC model produces a covariance matrix for the jd  so 

conventional ‘t’ statistics and probability levels may be produced in the standard way. 

These two conditions are closely analogous to the idea of relevance in instrumental 

estimation, where the instruments must have explanatory power in explaining the variables 

being instrumented. If the R
2
 in (3) is low, then we could infer that we had a weak set of 

coefficient drivers. There is, however, no requirement for the drivers to be independent of 

the coefficient jt , as there is for instruments to be independent of the error term under an 

IV estimation procedure. 

The more difficult issue, then, is how to perform the split in the coefficient drivers into 

the two sets outlined under Assumption 2 -- that is S1, which contains the variables 

correlated with the unbiased coefficient, and S2, which is the set of drivers correlated with 

the misspecification.  

Let’s assume that the true, unknown model is given by 
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)....(
**

1

*

mttt xxfy          (4) 

We are, therefore, interested in estimating 

1,...,1
*

*

 Kifor
x

y

it

t




       (5) 

where the values of all the arguments of )....(
**

1 mtt xxf other than itx  are held constant. 

To understand how the split of drivers may be achieved, consider the following examples. 

Example 1 

If (4) is linear, then the S1 set consists of just a constant, as the true parameter is a constant, 

and all other drivers explain the biases that stem from missing variables and measurement 

error. 

Example 2 

Suppose that (4) is a polynomial, such as a quadratic form. Consider, for simplicity, the 

case of only 2 explanatory variables. Then, 

2*

24

*

23

2*

12

*

110

*

ttttt xxxxy        (6) 

Then, we are interested in estimating 

*

121*

1

*

2 t

i

t x
x

y





         (7) 

Thus, we estimate the TVC model 

tttt xy 110           (8) 

And our driver equations would be 

titi

p

i

t Z 00

1

1

000   
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titi

p

i

tpt Zx 11

1

1

111101   




  
5
     (9) 

where there are p-1 coefficient drivers, Z, which are correlated with the measurement errors 

and the missing variable x2. Now we can see why this will give a consistent estimate of the 

true coefficients as when we remove the effect of the Z variables from (9) we get 

ttiti

p

i

t Z 000

1

1

0  




       (10) 

tptiti

p

i

t xZ 111101

1

1

1 





        (11) 

Thus, by equating the right hand side of (11) with (7) we can see that they are identical; 

in other words, the bias free component of the TVC will then be a consistent estimate of the 

true partial derivative. 

tt xxE 12111110 2)(         (12) 

It is also easy to see in this simple example exactly how the coefficient drivers correct 

for the omitted variable bias. What is required for a good coefficient driver is something 

that is well-correlated with the omitted variables. Consider an extreme example in which 

the omitted variables themselves, in this case x2 and x2
2
, are used as the drivers. Then the 

equation for the time-varying constant becomes 

ttt xx 0

2

202201000         (13) 

The time-varying constant, then, represents exactly the omitted variables and the final 

equation is correctly specified and will, therefore, give consistent parameter estimates. Of 

course, in general the coefficient drivers will not be perfectly correlated with the omitted 

variables, but as long as the correlation is relatively high the estimate of the unbiased effect 

of x1 will be consistent. 

Since we would not know whether the true model is quadratic, we could include higher 

order polynomial terms and test their significance in the usual way to see how many 

                                                 
5
 It is important to note that none of the variables included in the TVC equation such as (8) can be included as 

a coefficient driver in the time-varying constant equation since the model is then unidentified. 
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polynomial terms would be needed. If the non-linearity was not, in fact, a polynomial, then 

there are two possible courses of action. 

1. We could include a number of polynomial terms and think of this as a Taylor series 

approximation to the true unknown form. 

2. We could try a range of specific non-linear forms, again testing one form against 

another. 

By using the second option the standard TVC model is able to nest a number of 

popular non-linear models within a single framework, which also allows for measurement 

error and missing variables. This procedure is very different from other standard 

procedures. For example, a popular non-linear model is the smooth transition auto-

regressive model (STAR). This allows a parameter to move smoothly between two values 

according to a function which responds to some threshold variable. If we were estimating a 

TVC such as (14) but believed the true non-linearity followed a STAR form, then we could 

specify the driver equations as 

titi

p

i

t Z 001

1

000   



        (16) 

titi

p

i

ttt ZczGczG 112

1

1211101 )),,(1(),,(   



   (17) 

Where ),,( czG t  is the transition function -- typically a logistic function for the LSTAR 

model, Z an exponential function for the ESTAR model or a second order logistic function, 

z is the transition variable and  and c are parameters. The model given by (17) is more 

general than the standard STAR model as it includes the drivers associated with 

measurement error and missing variables and will, hence, correct for these 

misspecifications. Model (17) also has a stochastic error term and thus becomes a stochastic 

STAR model. The split into the two sub sets is again obvious as the two terms capturing the 

STAR effect are clearly the set which is appropriate for S1. 

Another interesting non-linearity would be to use a set of combinations of simple non-

linear functions such as the log or exponent function. In this case the TVC model would 

begin to encompass a neural net and the universal approximation theorems of Hal White 
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would suggest that with sufficient complexity the model could then approximate any 

unknown functional form to any degree of accuracy. 

Thus, to formalize the above approach for deriving the split in the coefficient drivers, 

we propose to choose the initial drivers in two ways. The first way involves specifically 

choosing nonlinear variables so as to capture any non-linearity that may be present. The 

second set captures omitted variables and measurement error and would normally not 

involve nonlinear transformations of the basic variables in the model. Once the drivers are 

chosen in this way, the split of the drivers so that they reveal the unbiased coefficient is 

straightforward -- it simply follows the two sets that were initially created. 

Equation (1) and (2) are essentially a state space form where (1) is the measurement 

equation and (2) are the state equations. This means that all of these models may be 

estimated using the Kalman filter, which can estimate all of the parameters of the model by 

maximizing the likelihood function. The Kalman filter and the state space form must be 

linear in the state variables, but it can easily handle non-linearities in the other variables; all 

of the variants above may be estimated in standard software such as EVIEWS. An 

Appendix to this paper provides the EVIEWS code that was used to estimate the example 

below. 

 

4 An Application:  

In this section we investigate the effects of ratings agencies decisions on the sovereign 

bond spread between Greece and Germany. The underlying hypothesis is that this 

relationship is highly non-linear, a decline in ratings by one category from say AA to A will 

have a relatively small effect on spreads while a decline from say B to CCC will have a 

much larger effect. So as the rating goes down the effect on spreads get proportionally 

larger. 

We believe there is a highly non-linear relationship between spreads and ratings. Of 

course, there are also many other things which might affect spreads, debt, deficits relative 

prices, politics etc. Therefore, if we examine a simple relationship between spreads and 

ratings there will be many omitted variables, which would cause bias for a standard OLS 

regression. 
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Our basic TVC model is then 

ratesp ttt 10    

Where sp is the spread between 2 year Greek government bonds and rate is the agencies’ 

ratings, turned into a numerical score where 1 is the best rating and 20 is the worse. 

Our coefficient driver equations take the form: 

2t161514131211101t

1t5141312111000t

+ debtogdp+relp+cnewssq+dgdp+pol+rate+ =

+debtogdp+relp+cnewssq+dgdp+pol+  =




 

In this driver set, rate gives a quadratic effect to the coefficient on ratings and allows for a 

strong non-linearity. 

We begin by estimating this general model, to obtain the following results 

 

(0.12)(3.35)(3.2)(0.18)(0.1)(17.4)(1.2)

+ ogdp0.0004debt+3.5relp-sq0.005cnews-0.27dgdp+0.004pol+rate07.0+0.6- =

)6.1()2.3()9.2(13.40.4)(0.6)(

+dp0.05debtog+relp27.23+q0.03cnewss+dgdp9.0+0.05pol- 4.2- =

2t1t

1t0t



 

‘t’ statistics are in parenthesis. The R
2

1=0.80 and R
2
2=0.84, so both sets of drivers are 

producing a reasonably high degree of explanatory power for the two TVC’s. A number of 

drivers in each equation are insignificant, however, so we now simplify the model to 

exclude insignificant drivers and then obtain the following more parsimonious model (note 

we do not exclude the constants even if insignificant) 

(4.2)(3.8)(20.9)(1.8)

2.3relp-sq0.005cnews-rate05.00.64- =

)7.2()9.3(2.9)(2.0)(

+dp0.04debtog+15.6relp+q0.03cnewss+ 3.5- =

2t1t

1t0t
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The coefficient of interest is t1 , The following figure shows the total value of this TVC 

along with the bias free effect which is given by subtracting the error term, and the effect 

from rate and cnewssq. 
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Bias free coefficient

total coefficient  

Because the scaling of the two coefficients is quite different the following figure shows just 

the bias free coefficient 
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This makes the strong non-linearity clear, as ratings started to rise (that is deteriorate). After 

2008 the effect of ratings on spreads became increasingly powerful. We, therefore, have 

found a very strong quadratic link between ratings and spreads. 

 

5 Conclusions  

This paper has proposed a new way of selecting the split between coefficient drivers 

when deriving the bias free estimate of a coefficient within the TVC estimation framework. 

We have argued that if the true model is linear then only the constant in the coefficient 

driver set should be retained. If the true model is non-linear then an explicit set of drivers 

should be chosen which capture the nonlinearity, in the absence of any specific information 

this can best be done by using a set of polynomials in the explanatory variables. These 

drivers are then the only ones which should be retained when deriving the bias free 

component. 

We have also argued for two conditions to be applied to the drivers which we call 

predictive power and relevance, that is the drivers should explain a large proportion of the 

movement in the TVC and they should be statistically significant. 
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We illustrate this process by estimating a nonlinear relationship between country risk 

rating and sovereign bond spreads for Greece and show that there is a highly non-linear 

effect here. Finally all this may be done within standard software such as EVIEWS and the 

code for the estimated model is given in appendix A. 
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Appendix A: EVIEWS code for the reported model in section 4 

 

@signal sp_gr = sv1 + sv2*rate_gr  
 
@state sv1 = c(1) +c(6)*pol_gr+c(7)*dgdp_gr+c(8)*cnewssq_gr+c(9)*relp_gr+c(10)*debtogdp_gr+sv3(-
1)+c(16)*sv4(-1) 
@state sv2 = 
c(2)+c(3)*rate_gr+c(11)*pol_gr+c(12)*dgdp_gr+c(13)*cnewssq_gr+c(14)*relp_gr+c(15)*debtogdp_gr +sv5(-
1)+c(17)*sv6(-1) 
 
@state sv3=[var = exp(-56.88)] 
@state sv4=sv3(-1) 
@state sv5= [var = exp(-4.748)] 

@state sv6=sv5(-1) 

In this code SP_gr is the spread between Greek and  German 2 year government bond yields, Rate_gr is the 

ratings on country risk denoted as a variable scaled from 1 to 20 where 1 is equivalent to a AAA rating, pol_gr 

is an indicator of political unrest in Greece, cnewssq is an indicator of news about  Greek GDP derived from 

ECB forecasts., relp_gr is relative process between Greece and Germany, debtogdp_gr is the debt to GDP 

ratio for Greece. 

 

This model is also coded to have a first order moving average error process on the two time varying 

coefficients sv1 and sv2, which is usual in TVC models. 

 

The c(?) parameters are the usual EVIEWS notation for parameters to be estimated by maximum likelihood. 
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