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ABSTRACT

The purpose of this paper isto present aselectiveintroduction of thetraditional and most recent devel opments of
econometrics of panel data. We consider first the case of stationary variables. Thuswe discuss the static models,
introducing the crucial distinction between fixed and random effects, and comparing estimation in levelswith the
within-groups estimator. Then we present the dynamic models, introducing the Anderson and Hsiao (1981)
estimators, and the more efficient generdised method of moments (GMM) recently proposed by Arellano and Bond
(1991). Wedso present auseful transformation (orthogonal deviations) and some specification tests. Further, we
explore the basic consequences of non-stationarity for panel data and in particular consider the main resultsin
Pesaran and Smith (1995) and we examine a counter exampleto the Pesaran and Smith case dueto Hall and Urga
(1999) which providesanew condition for valid aggregation. Wefinaly consider the recent literature on panel data
unit roots tests and cointegration, and we provide some guidelinesfor empirica research.
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1 Introduction

Aggregate time series econometrics has been revolutionised by the introduction of
non-stationary time series analysis and cointegration since the mid-1980s. But this revolution
has left panel data estimation techniques largely unaffected. This is surprising since, by
definition, a panel data set consists of a standard time series data on a (possibly large)
number of economic agents, firms, households, etc. So all the problems which exist in
aggregate estimation with non-stationary variables must be equally present for a complete
panel. We would suggest that the only reason that little attention has been paid to these
issuesisthat panel data estimation is generally acomplex and difficult task simply because
of the size of the data set which must be manipulated and researchers have been reluctant to
face these complex conceptual issues at the same time as dealing with this data complexity.
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Thisis, of course, not adefensible position. Recently asmall number of papers (Robertson
and Symons (1992), Pesaran and Smith (1995) and Hall and Urga (1996)) have been appearing
which are beginning to face up to these problems and as aresult we have begun to |earn that
non-stationarity is at least as serious a problem for panel datasetsasit isfor aggregate data.
Indeed we are learning that if anything the implications are even more important.

The purpose of this paper isto present a selective introduction of the econometrics
of panel data and then to discuss some of the recent papers which have considered the
implications of non-Stationarity. The main aimisto provide an accessible guide to the most
widely used methods in practice; therefore, we consider only methods for the single equation
linear regression model, covering in detail only standard techniques for static models and
some recently developed GMM estimators for dynamic modelswith limited serial correlation®.

The growing interest in panel data modelling, especially over the '80s, reflects the
increasing availability of such data and advances in computing technology (powerful and
easy to use). It also reflects the growing interest in estimating models of individual behaviour
over time without having to use aggregate time series data.

Panel data provide repeated observations on the cross-section of individuals®.
Econometric estimates therefore utilise both time series and cross-section variation in the
data.

Thetypical panel data set consists of alarge number of cross-section units observed
at afew pointsintime. In general, for avariabley; we havei=L1,...,N individuals observed for
t=1,..,T time periods. In amicropanel of households, firms or banks, T can be assmall as3 or
4 whilst N may refer to hundreds or thousands of individual units. It is natural to assumein
this case that the seriesfollow stationary processes. Inthe casewhen N and T are both large,
the stationarity hypothesis needs to be tested and then the problem of aggregation over
micro units needs to be addressed. Even in the case in which T is large it may often be
informative to use panel data estimation, but it isimport to test the homogeneity restrictions
across the coefficients of the N time series. If they are accepted by the data, this givesrise
to more efficient estimates (Zellner, 1969).

Itisalwaysthe casethat panel dataanalysisallows oneto identify effects of economic
interest that would not be identified in a single cross-section, an obvious example of thisis
the dynamics of an economic relationship. However these effects can be seriously biased by
the use of some panel data estimators, for example Robertson and Symons (1992) examine the
consequences of imposing equality restrictions on parametersin the presence of dynamics
and non-stationarity and find the possibility of very serious biases. Pesaran and Smith (1995)
and Hall and Urga (1996) follow up and extend thisanalysis.

The chapter is organised asfollows. The case of stationary variablesisintroduced in
thefirst 4 sections. In section 2 we discuss briefly static models, introducing the distinction
between fixed and random effects, and comparing estimation in level s with the within-groups
estimator. In section 3 we present dynamic models, starting from the bias of the within-groups
estimator in this case, and then introducing the Anderson and Hsiao (1981 and 1982)
estimators and the more efficient generalised method of moments estimator (GMM) recently
proposed by Holtz-Eakin, Newey and Rosen (1988) and Arellano and Bond (1991).
Furthermore, we report the computationally useful orthogonal deviations transformation
proposed by Arellano (1988) and Arellano and Bover (1990). In section 4 we present some
specification tests. In section 5 we explore the basic consequences of non-Stationarity for
Panel dataand in particular consider the main results of Pesaran and Smith (1995) (Section 5.1)
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and in Section 5.2 we examine a counter exampl e to the Pesaran and Smith case due to Hall
and Urga (1996) which provides a new condition for valid aggregation and finally examine
some new procedures in testing common stochastic trends . In section 6 we consider the
recent literature on panel data unit root tests. Finally in section 7 we draw some conclusions
and provide some guidelines for empirical research.

2. Static models’

L et us consider the simple linear model
Vo= X b+h+y i=1., N t=1.,T @

where X, isa (kx1) vector of time-varying regressors assumed to be strictly exogenous (i.e.
uncorrelated with past, present and future realisation of v;), and p; is fixed or random
individual effects. v;. isthe error term independently and identically distributed over | and t
with zero mean and variances 2 . We omit time dummies for simplicity although they may

capture unobserved aggregate effects.

In the case where observations on y;; and x, for I=1,....,.N and t=1,...., T are available, an
aggregate time series regression would treat h; as part of the constant and thus unidentified,
whilst a cross-section regression will yield abiased estimator of p if hy; is correlated with %,
across|.

In the case of the presence of fixed effects (see below), p and p; can be estimated
consistently and efficiently by the following estimators which can be obtained by OL S after
the data are transformed by subtracting group means from each observation (see Hsiao, 1985
and 1986)
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Because h is treated as a fixed constant, the estimator of p is called least squares
dummy variables. This estimator is known also as the "within-groups estimator" (WG),

K=y -b i=1,.,N

g X
or “covariance estimator” (CV), because it can be obtained using an appropriate
transformation in the form of the orthogonal projection

Q= INT -P (3)
where
P= |_|N - TYir i-r] 4)

with | astheidentity matrix and i acolumn vector of ones, A denotes the Kronecker product.
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If were-write (1) in theform

y=Xb+h+v ©)
wherey, X, h and v denote the (TNx1), (TNxk), (TNx1) and (TNx1) matrices respectively, we
can pre-multiply (5) by Q yielding

Qy = QXb + Qv (6)

since Qn = 0. Given that %, is uncorrelated with v for each sit, then in the transformed
specification QX and Qv are uncorrelated and thus we can apply OLS giving rise to the
estimator °

b,y = (X QX ) X Qy Y
which coincides with (2) above. This can be re-written as

A g~ ~

by, = X)X Y ®
where X;; = x;¢ - x and likewisefor the other variables. The observations for individual i

are transformed to deviations from their mean value over time.
It isworth noting that we can estimate ng without calculating K. This procedureis

particularly useful when the number of individualsis large. With respect to the statistical
properties, E)Wg isconsistent for T ®¥ and its consistency does not depend onp; . BWQ is

consistent for T fixedand N @y if and only if E (x;; vit ) = O, which occursonly if E(X, vis)

=0for eacht,s=1,..,T.
In the random effects case h; is assumed to be arandom variable such that

uic = hy + v ©

where we suppose that E(h,)=E(vi)=0 and E(x;; h )=E(X; Vis )=0. Under these conditions the
OL Sregression of y;; on x; (in levels) gives a consistent estimate of p.

However, the specification (9) generates autocorrelation and heteroskedasticity in uj
evenif itisabsent in v;. Note that with E(v;; vi))=0 we have E(u; u;, .o=Var(n;) for all st t.
This suggests that we seek a more efficient estimator than OLS. The appropriate GLS
estimator of p, under these assumptions turns out to be a weighted average of the above
within-groups estimator and the so-called "between-groups" estimator

by = (X- PX )" X Py (10
thatis

BGLS=D6bg+(Ik'D) ng a
where D = (Vg + Vg )" Vg » Vibg AV g arethe covariance matrices of E)bg and 6Wg

respectively, and where the estimator E,bg can be obtained by applying OLS to the
transformed model (see Maddala, 1971)
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PY = PXb + Ph + Pu. 12)

This GLS estimator is often known in the literature as the Bal estraand Nerlove (1966)
estimator,

bgy (With bgy, = by ).
Hausman and Taylor (1981) show that if h, ~iid (0,s?)andy;, ~iid (0 , s2)aGLS
transformation of (1) isgiven by

-(1-3) ¥, = b [x - 1-3) %]+ In + v - @2-3) ¥ (13)

vz ;I and ; are once again the time means of the

whered = [ 2/ [ 52+ T ?]]
variables. Estimates of s2and g ? can be obtained as follows (see Hausman and Taylor,

1981)

N T [ ]
SV = N(T_l) 81§1 Vit * Dy Xit ()
and
N A~ =2
s2=N'S [yi-bwg xi] STt &2 ®

Thefeasible GLS estimator can then be obtained by applying OL Sto (13), having (14)
and (15), to construct an estimate of J .

It isworth clarifying the following point. Whenp; is treated as a fixed constant, the
model isreferred to as afixed effects model, whilst when h; istreated as arandom variable, it
is called arandom effects model. More generally, we can unify these two formulations, and
we may assume from the outset that the effects are always random. What is crucial, however,
istoinvestigateif h; iscorrelated or not with the observed variables x;. If h; is correlated with
X1, the fixed effects model is viewed as one where investigators make inferences conditional
on the effects that are in the sample. Whilst if h; is not correlated with x; the random effects
model is viewed as one where investigators make unconditional or marginal inferences with
respect to the population of al effects. "It is up to the investigator to decide whether he
wants to make inference with respect to the population characteristics or only with respect
to the effectsthat are in the sample” (Hsiao, 1985, p. 131).

Therefore, in applied work the first step is to compare the estimates in levels and
deviations. Significant differences between the two indicate that correlated individua effects
are omitted from the regressionin levels. It isworth noting that thisis equivalent to testing
whether the effects are correlated or not with x;.

To perform this experiment, we can use the traditional Hausman test® (1978) based on
the comparison between the within-groups estimator and the Balestra and

h= [BGLS ) ng] {/ar (E’wg) - var (E’GLs)}l[ﬁeLs ) E’wg] (16)
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Nerlove estimator under the null that the effects are not correlated with the regressors, the
pim( by, - b,,) = 0 and hisdistributed as ¢, with k degrees of freedon?.

This procedureisvalid in the case in which BGLS is efficient relative to b under the

null. In the presence of heteroskedasticity and autocorrelation, this condition is not satisfied.
Alternatively, Arellano and Bover (1989) and Arellano (1992) propose to form a system
by combining the equationsin levels and in deviations. For instance®, for T=2 we have

S gy g0l @
S~ o e_ u e u . _
&0 = Xigg b+ g0y a+ gy i=1,..N.

{ wm

ggizg &t &l &visH

b and 5 can be estimated using OL S and robust estimates of their variances may be obtained.
A Wald statistic or an equivalent t-test of the null Hy : =0, (or an c(zk) or F-test depending

on whether g isascalar or avector), tests the null hypothesis of no correlation.

Thistest is robust to heteroskedasticy and serial correlation. For further details about
the various versions of this Hausman typetest arein Arellano (1993) and Arellano and Bover
(1995). Finally, Baltagi (1996) presentsthistest plus other specific forms of misspecification
tests for the error component models.

3. Dynamic models

Dynamic specifications are of particular interest in modelling panel data, part of the
richness of a panel data set is precisely due to the fact that we can analyse the process of
dynamic adjustment which isimpossiblein a cross section data set. The simplest model isa
first-order autoregression of the form

Yie =@ Vit i+ v 1)

i=1,...N, t=1,....,T and y;, observed. Note that y; ,; and h; are necessarily correlated.

What are the methods of eliminating the permanent effectsh;? First, we can use the
within-groups estimator, §,,4 , that is OL S on the transformed equation

(i - y) = alyy, - yi(—l)) (e w) 18

_ L T _ . (T-1)
where y, = T Sy, Yien =T S %
t=1 t=0

T
and y, = T S Vvie-
t=1

Because(ym 4 yi ‘ 1)) and(v;; - v;)arecorrelated through their mean components,
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then &, Will be seriously biased even for large N when T is small. Nickell (1981) providesthe
asymptotic bias

P -1
. (a _ay- . &lta)h(@aho € 2ah(aT) U
ﬁlé@(aw A - R T na-ad @
1(1-aT)_

whereh (a, T)= 1- T
l1-a

Under the hypotheses that h; is a fixed constant, the model is stationary and v;; is
white noise. Nickell shows that the bias goesto zero when T® ¥, whilst for positive values
of g the biasis negative and does not tend to zero for g ® 0, nor when var (h;) ® O.

Alternatively, the unobservable effects p, can be eliminated by taking the first
differences, e.g.

(yit - yi,t.j_) =a (yi,t-l - yi1.2) + (Vil - Vi,t—l)- (20)
The OLS estimator of (20),ap isalso biased, but the bias does not vanish as T® ¥
(Arellano and Bover, 1989)

1+a

> ()

plim (ap -a) = -
N® ¥

This coincides with the bias of the WG estimator when T=2; however, GLSin thefirst
difference equation will yield éwg . Finally, the asymptotic biasof OLSinthelevels q; , teke

theform
|
im (@ -a)= (22)
Py | (1-a)'+ (1+a)’
where| = g2/ s?2

N
with s2 = lim N?t S hiz and v ~iid(0,s7).
N® ¥ i=1

Note that the biases of 4,4 and & p do not depend on the iy 'sand are negative. On the

contrary, the bias of g, dependsons ? and is positive for a0.

Anderson and Hsiao (1981) proposed a consistent estimator of g which is an
instrumental variables estimator for thefirst differenced equations. For T=3, and supposing
that hereafter y;o is not observed, we can have

(Yiz - Yi2) = a(Viz - Yin) + (viz - vi2) (23

wherey, istheinstrument for (yi, - yir). Vi1, in fact, is correlated with (y,5 - y;,) butisnot

correlated with (vi3 - v;,) provided v is serialy uncorrelated. The same appliesfor T>3, giving
the estimator
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An aternative estimator proposed by Anderson and Hsiaoistouse D Y, ,, rather

than Y, ,, asinstrument, and consequently the summation over time periods goes from 4

toTin(24).

a aH isconsistent for T fixedand N ® ¥, for T ® ¥ and N fixed, and when both T and N tend

toy.

Special to the case when T issmall

Arellano and Bond (1991) (AB hereafter) provide a more efficient estimator when T is
small and N islarge. From thefollowing tableit is clear that y;; isthe only

TableA.

Equation
DYis=aDYi2t DVis

DYis=aDYist DVia

Dyir=aDYir-y * DVir

Valid I nsruments

Yia

Yin Yiz

Vit Yiz o Yi(1-2)

valid instrument available in the equation for the first differencesfor period 3. For the second,
we have two instruments, and so on, until the last equation when we have (T-2) instruments.

If we define
% = (Dvig, ... Dyir)asa [(T - 2)
and
éYin1 0 0 P
7 = éf.) yilv.in 0 E
20 0 Yigreo yiT—ZH

a((T - 2) x m) matrix with m = S0 - D (T -2

g€ 2

x 1] vector™ (25)

,then the moment restrictions can be
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expressed by E (Z - ; )= 0.

If the errors v; are independently distributed with constant variances 2, we have
E(vv)= s? H, whereH isasymmetric matrix (T-2) x (T-2) which hastwosin the main
diagonal, minus onesin the first sub-diagonal and zeros otherwise. Then AB show that the
variance matrix of z y; is

E@Gv Vi 2)=s?E (Z Hz) ®
and the estimator of g isthe following
Si ;i‘(.l) z(siz Hz)'s g y,
Si ;, z(sizHz) sz §i(-1)

ans1 =

where y; = (D ¥i3,..Dy;r)and y = (DYip.--Dyiry) -

This estimator has been proposed by AB for dynamic models from panel data™?. Itis
called the generalised method of moments (GMM), and it minimises the discrepancy between

the sample moments S, z v / Nandtheir valuesin probability (Hansen, 1982).
aap representsthe one-step estimator which is consistent provided vy is seridly

uncorrelated. For the case where the v are heteroskedastic, however, we can obtain amore
efficient two-step estimatorg agy , if, instead of S; z Hz;, in (27) we use a more general

estimate of the variance of z; v, ,that is S zVV. z whereV, are the residuals from the
preliminary consistent estimatorg ag; -

Finally, Arellano and Bover (1990) present aclass of valid transformations alternative
to thefirst differencesin the context of models with predetermined variables. Among these
isthe computationally convenient orthogonal deviations transformation (see below for more
detail). In addition, the authors show the invariance of the optimal estimators to the choice
of transformation.

Ahn and Schmidt (1995) show that by exploiting some additional moments restrictions
with non-linear GMM estimator leads to substantial improvements in the efficiency of
estimation, in particular when the model contains exogenous variables in addition to the
lagged dependent variable, asintroduced in the next section.®

M odelswith exogenousregressors

Let us now consider amodel which includes independent explanatory variables

Ye=a Yieat b xeth+ v . (28)

The previous method of assigning different instrumentsto different equations always
applies. Building on this, we must now make some hypothesis concerning the correlation
between x;; andy;; .
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With T>3, for instance, we can consider an equation in first differences which
eliminate the permanent effects

Yis = Yio = @ (Vip - ¥i) + B (xiz - xi2) + (viz - vi2) (29

Again, in this case, an OLS or a GLS (e.g. WG) regression does not consistently
estimate g and p becausepyi, and D,i; are negatively correlated (through the correlation of y;,
and v;,). However, the model can be consistently estimated by IV methods using (x;, %, and
X%3) asinstruments for (D> DXis ) if X iS strictly exogenous, i.e. uncorrelated with all transitory
errors.

If this is the case, it makes no difference to the validity of the instruments (and
therefore to the consistency of g and p) whether the v;; are serialy correlated or not. If,
moreover, X, isuncorrelated with the py; 's, we can use the same instruments for the equations
inlevels™.

Moregeneraly, and following AB, let us suppose that the x; is correlated with p;, and
no external instruments are available. If v;;is not serially correlated, and x; is predetermined
(e0. E(%vis ) =0 if and only if s>t), the GMM estimator of g and p is similar to the
autoregressive specification. The valid instruments for period t for the equation in first
differences or orthogonal deviations are given by

Ze = [ Vigy coeennnns v itz Xideeeeenes Xit1)

Vi1t %1 %2000 {0 {0 0 0
0 0 OYi1Yiz %1 %2X%3 Oucevvrernne 1 0 S 0

/5 PPN
L O 0 Vil eeenenerens ViT-2 X1 eeeerrereeereenen X T-1

If, instead, x; is correlated with h; and is strictly exogenous (E(x; vig)=0 for al t and s)
then all x's are valid instruments for all equationsin first differences. In this case the valid
instruments are

z=dag [Y,, 0 Vg Xt s e Xir] fors=1,..,T-2

where diag[] represents ablock diagonal matrix, of the type presented above.

Moreover, AB discuss other cases such as that in which x; can be partitioned into (x;
Xoit) Where xg;; only is uncorrelated with h;. Thisimplies additional moment restrictionsthat can
be exploited by stacking equationsin levels and equationsin first differences (Arellano and
Bover, 1995). Moreover, other instruments have been suggested by Keane and Runkle (1992)
and Schmidt, Ahn and Wyhoski (1992); they receive an excellent treatment in Baltagi (1995).

AB, finally, report some Monte Carlo experiments which show "negligible finite sasmple
biasesin the GMM estimators and substantially smaller variances than those associated with
simpler IV estimators of the kind introduced by Anderson and Hsiao (1981)". They "also find
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that the distributions of the serial-correlation tests (see below) are well-approximated by their
asymptotic counterpart”. Kiviet (1995) finally presents interesting findings regarding bias,
inconsistency and efficiency of alternative estimators utilised in dynamic models of panel
data.

Special tothe casewhen T islarge

In the case in which the data set presents large T, the application of the "covariance"
or "within-groups" estimator is straightforward (see Urga, 1991, for instance).

Following Hsiao (1985, 1986) and on the basis of Nickell's (1981) results, let us
consider the following lagged-dependent variable model with exogenous regressors (omitting
the time effectsfor simplicity):

Yie= & Yipa ™t b x ot h v (30)

If h istreated as afixed constant, the covariance estimator for g and p isbiased if T isfixed.
The bias occurs because of the particular way we have eliminated the unknown individual
effects h from each observation. This creates the correlation of order 1T

between( y, , - Y/i__l)and the residualsin the transformed model
(Yomy)=aW- )+ bi-x)+ii-v) @D

T
where y. = 1/T S v, and likewise for the other dotted variables.
t=1

When T is very large the right-hand side variables become asymptotically
uncorrelated and the CV or WG estimator is consistent. For small T, instead, the biasfor g is
negative and the bias for p is positive if 3 >0 (Anderson-Hsiao, 1981, Nickell, 1981, and
Nerlove,1971). When |y istreated as random, the error termsu;, = p; + v;; are serially correlated
and correlated with vyi,,. Hence the OLS estimator is biased. Thus, the within-groups
transformation has this significant disadvantage. If the explanatory variables are correlated
with the past shocks, but not with the present and the future ones, one normally has available
lags of these variables as instruments. However, thisis not possible after one performsthe
within-groups transformation, because these lags will now be correlated with the transformed
error term. The orthogonal deviations (OD) transformation, proposed by Arellano (1988)",
gives an equivalent within-groups estimator, whereby we remove the individual effects by
subtracting the mean of all future values of the variable, i.e.

, 1/2
Xit= -Gt * e ¥ ) I Tt ST U (3

&T -t - 1Y

fort=1,..,T-1

Itisclear that the purpose of using the orthogonal deviations transformation instead
of the within-groups transformation is that the alternative transformation of the model
eliminates the individual effects while preserving the orthogonality among the transformed
errors™. That isif the original random errors are independently and identically distributed
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(iid), then the transformed errors are also i.i.d. From this we can obtain optimal generalised
method of moments (GMM) or standard instrumental variables (IV) estimators of the kind
proposed by Anderson and Hsiao for models with predetermined variables’.

4. Specification tests'™

The consistency of the estimators discussed so far relies on the assumption of the
lack of serial correlation of v. AB provide tests based on the standardised residual
autocovariances which are asymptotically N(O,1) variables under the null of no
autocorrelation. More specifically, AB report tests for the lack of the first-order (m,) and
second-order () serial correlation in the residuals. If v;, are serially uncorrelated, then the
first differences transformation induces first-order serial correlation, but not second-order.

On the other hand, the orthogonal transformation preserves the orthogonality among
the transformed errorsif the original error arei.i.d., but the seria correlation in the transformed
errors can beinduced either by serial correlationinthe original errorsor by heteroskedasticity
acrosstime™.

To discriminate between these two hypotheses, we can set up a test for serial
correlation using constructed first-difference residuals from the orthogonal deviations
estimates. If the residuals have been transformed to first-differences, first-order serial
correlation is to be expected® but not second-order (AB, 1991, p.281)%.

The generalised m, test? statistic for second-order serial correlation hasthe following
form. Let us consider first the GMM estimator

d= (X'ZAZ'X ' Xeaz'y €e)
where X , 9 denote the transformation used in calcul ating the estimator (first differences or
orthogonal deviations), whilst A = (% é: 2.V, z;)"*. Fromthiswe form thefirgt difference
residuals )

V=Dy-§DX (34
Thus the generalised m, test can be expressed as
m = \7;—/\; ~ N (0,1) under theassumptionthat E (v vi )= 0% (35)
where

Vic) Ve Ui U2 - 2(02 DX ) (XZAGZ'X ) X' ZA

<>
I
Nz

T
-

Herey., isthe vector of first differenced residual s lagged twice, . isavector of trimmed v

to match ., andsimilarly for pX. ; A has already been defined and \i/i isavector (T- 2)x1
of the two-step GMM residuals, and avar () represents the asymptotic covariance matrix.
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N
Zi
1

> (D
<i

. u . IR
G vicat * (#2 Dx.) avér () (D x¢ i) (30
u

:
1

Finally it is useful to report the Sargan test of over-identifying restrictions™ (Sargan,
1958 and 1988; Hansen,1982): if Ay is optimal then under the null of validity of the
instrumentsin z the test statisticis

N
s= (S 2) AN (Sz %) ~¢ 37
i=1

D=

i=1

Wherer represents the difference between the number of columnsin z and the number
of columnsin X%,

5. Consequences of Non-Stationarity for Pand Data

So far we have considered the conventional case of atypical panel whichisimplicitly
assumed to consist of stationary variables. In this section we extend the analysis to consider
the consequences of non-stationarity. The following section can, in practice only be relevent
when we have a sufficiently large number of time series observations to begin to exploit the
non-stationarity. This will not be true of all panels of data as in some cases we may be
dedlling with T assmall as4 or 5.

This section also deals with the conditions for valid aggregation of a set of micro
economic relationshipsto provide avalid macro relationship. A series of papers by Pesaran
and associates (Pesaran Pierse and Kumar(1989)), Lee, Pesaran and Pierse(1990)) for instance
concludes that econometrics should proceed at as micro alevel as possible, but not using
“panel data’ estimators. They arguethat if micro relationships are dealing with non-stationary
data then, even if these relationships cointegrated, the properties of a derived aggregate
model or pooled models will be even worse than we previously thought. Robertson and
Symons, (1992) and, more recently, Pesaran and Smith (1995) have shown that, with a data set
of thistype, inference often proceeds by imposing equality restrictions on parameters across
individuals or through time (i.e. panel data estimators). Aswe have already shown, this may
produce serious problems in a stationary world (especially in the presence of lagged
dependent variable). They go on to show that in the presence of non stationarity but
cointegrated micro relationshi ps aggregation can completely invalidate the macro relationship
(and/or the panel estimator).

It should be clarified here that the principal interest in this section hasto be achieving
a good estimate of the average or aggregate effect of an economic relationship. If we are
interested in understanding the individual components of a panel then individual time series
regressions is really the only way to proceed. However an important question remains
unresolved as to the best way to achieve this average estimate. Pooling is often assumed to
give the best estimate of the average effect across the panel, but we are beginning to
understand that this may often not be the case.

Pesaran and Smith (1995) in particular state that the common practice of aggregating
and pooling by assuming homogeneity in dynamic modelsis "far from being innocuous”;
instead they suggest estimating the individual micro equations and then taking the means of
the estimated micro-parameters and relative standard errors. We think that the results from
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these authors are very important in practice, thus we will briefly summarise them asfollows.
5.1 The Pesaran and Smith (1995) case

Pesaran and Smith (1995) address the problem of estimating the average long run
relationship between a set of variables when the micro relationships are made up of 1(1)
variables which cointegrate but with different cointegrating vectors. They conclude that the
micro single equation approach gives consistent estimates of the long-run parameters, whilst
the conventional view (Zellner(1969), Malinvaud(1956)) that the pooled and aggregate time-
series estimators will also provide consistent estimators of the mean effects, is no longer
valid.

In order to demonstrate this we can make use of avery simple example. Let us suppose
that x; are 1(1) and there is a single cointegrating relationship between y;; and %, for each
group, with the parameters varying randomly across groups, i.e. suppose that

yit:bxit+iiti:l’ ...... ,Nt: y anean ,T (38)

where] ,,isastationary processwhich isintegrated of degree 0, 1(0), which impliesthat each
of the relationships cointegrate, and that

btb, it ] (39)

Now suppose that we aggregate, then the variables will be

v X= Sx (40)

HE
'U’):

T
-

y=

1

Pesaran and Smith (1995) argue that the aggregated rel ationship does not cointegrate as exact
aggregation of (38) over n gives

y + ot oy, = bl xg+t oot bn Xxn T et ..t ey (41)
which gives
— _ n n
y=b;x- S(b-b)x+ S e (42
i=2 i=1

given that x isl(1) wewould only therefore expect to find cointegration between 9 and x
when b, = b j al j. Soif we perform the standard aggregate regression with dynamic terms

we will be dealing with non stationary aggregates which do not cointegrate and we would
expect the parameter val ue of the aggregate long run rel ationship to tend to zero even though
al the micro relationships do in fact cointegrate. Thisisthe result pointed out by Robertson
and Symons(1992).

The implications of this are profound for the choice of panel data estimation
technique. The aggregate regression is obviously invalid as it does not represent a
cointegrating rel ationship.

The pooled estimator is aso invalid as the assumption of acommon parameter across
al the individuals produces non stationary individual relationships which implies serial
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correlationin theresiduals. If lagged variables are included to deal with this serial correlation
then the coefficient on the lagged dependent variable tends to one and the long run
relationship disappears. Just as in the case of aggregate time series models under non-
cointegration.

The cross section regression( aggregating over time) may perform fairly well as a
model of the long run relationship as, by suppressing the dynamics it becomes broadly
equivalent to the time series notion of a static regression and the non-cointegration of the
individual groups actually tendsto average out. However there is no way to detect whether
there are actually underlying cointegrating relationshipsin this framework.

Pesaran and Smith therefore always recommend performing the full set of individual
time series regressions as a starting point to a panel data exercise. They then test each
member for cointegration and seeif the cointegrating parameters may be similar. Then perform
the pooled and cross section regressions and compare the implied long run relationships. If
all approaches give compatible results then the results are likely to be robust. Otherwise an
understanding of the sources of bias may help to determine the reliabl e estimator in specific
cases.

5.2 A Special Caseof Valid Aggregation (Hall and Urga, 1996)

In this section we present the argument of Hall and Urga (1996) that, while the basic
point made above is quite correct, there is a specia case which does allow valid estimation
even when the parameters of the micro relationships are heterogeneous. And, moreover we
believe that this special caseisvalid for many real world situations. The basic argument put
forward here is that if the exogenous variables in the micro relationships are driven by a
common stochastic trend then the simpl e aggregate rel ationship can be shown to cointegrate.
Moreover in many real world examples we might expect the nonstationary component to be
common across a set of micro data, for example wages in different sectors may all be non-
stationary but relative wages across sectors might well be stationary. For completeness we
will consider a full multivariate case of p regressors x; ,j=1...p for each of the individual
components of the panel(1). This argument may be seen formally quite simply, suppose that

the exogenous variables are all driven by the following common trend model
Xijt = &ij Xje * M
_ 43)
D th - th

where my are X, stationary ARMA error processes, that isthey are integrated of degree O,

1(0). Then x, becomes the common stochastic trend which drives all the individual x;'s.
We can then express the aggregate relationship as
- _ 4 9 3
y=a a by xi*t a e

=1i=1 i=

=

(44)
p n n p n
_ o o 2 2 3
= a a bij ajj Xt + a et a a bii ni]t
j=1i=1 i=1 j=1i=1

and in terms of the aggregates this becomes
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—_ 3 & g O 0 d 9
“=a é b; aj; / aaXitadaetaad by m, +
=1 ei=1 ) i=1 nﬂ i=1 ) ]il i=1 (45)
op o % o 9
aa m éa bjaj/ a aij:
j=1 i=1 i=1 i=1 ]

so that the aggregate equation cointegrates (the error term consists of alinear combination
of weighted stationary ARMA components, which is of course stationary) and moreover the
aggregate coefficients are aweighted average of the coefficientsin the micro relationships.

Thekey to this special caseis, of course, the validity of the common factor linking the
X variables. We can speculate that in many cases the non stationary part of a group of
related micro series might well be common, panels of wage data, consumption, prices,
etc...might well have this property. Indeed it would be surprising if relative wages or prices
between sectors were non-stationary and so we might expect that the common factor
representation would often be a good one in terms of the main non-stationary component in
most data series. We would also suggest that if thisisacommon property of many data sets
then it is aformal explanation of why aggregate econometric estimation work as well as it
does, despite the standard conditions for aggregation which are highly implausible.

Formally this suggests that an important stage in analysing a panel of data should be
an investigation of the existence of common stochastic trends amongst the individual
components of the panel. This can be donein the autoregressive representation by testing
for the presence of (n-1) cointegrating vectors amongst a set of n series (thusimplying one
common stochastic trend) or it can be accomplished in the moving average representation by
testing for the presence of a single common factor amongst the series following Geweke
(1977).

5.3 Hall , Lazarova and Urga (1999)

In this paper the author propose a new approach to test for the number of common
stochastic trends driving the nonstationary seriesin apanel data set based around principal
component techniques. The procedure enables one to carry out the testing even if we have
amixture of 1(0) and I(1) seriesin the sample.

With a set of Monte Carlo experiments they assess the empirical relevance of the
testing procedure. Thetest is shown to have reasonabl e size and power when the sample size
T islarger than the number of series N . The test performs best when there are relatively few
stochastic trends underlying the data. The size of the test improves with increasing numbers
of stationary series present in the sample while the power deteriorates.

The principal components approach allows one to carry out the test even when N
isequal or greater than T . However, from the first simple experiments reported in the paper,
the power of the test deteriorates. Further, the estimation of the number of common stochastic
trendsisdonein order to validate the aggregate relationship.

6. Unit Rootsand Cointegration in Pane Data

The main studiesin testing for unit rootsin panel dataare Breitung and Meyer (1994),
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Quah (1994), Levin and Lin (1992, 1993), Im,Pesaran and Shin (1997), Maddala and Wu (1998)
and Hall, Lazarova and Urga (1999). Breitung and Meyer (1994) derived the asymptotic
normality of the Dickey and Fuller test statistic for panel data with a large cross-section
dimension and a small time-series dimension. Quah (1994) studied a unit root test for panel
data that have simultaneous extensive cross-section and time-series variation. He showed
that the asymptotic distribution for the proposed test is a mixture of the standard normal and
Dickey-Fuller asymptotics. Levin and Lin (1993) derived the asymptotic distributionsfor unit
roots on panel data and showed that the power of these testsincreases dramatically as the
cross-section dimension increases. |m, Pesaran and Shin (1997) criticised the Levinand Lin
panel unit root statistics and proposed alternative procedures. Maddala and Wu (1998)
provides acomparison of the Levin-Lin and Im-Pesaran-Shin tests. They also suggests anew
test based on the Fisher test. However, to date, littleis known about cointegration tests and
estimation with regression modelsin panel data. Exceptions are Kao (1997), Kao and Chiang
(1997), McCoskey and Kao (1998a,1998b), Pedroni (1996, 1997), Philipps and Moon (1997) and
Hall, Lazarovaand Urga (1999). In thefirst half of Kao (1997), the author studies a spurious
regression in panel data. Asymptotic properties of the ordinary least squares (OL S) estimator
and other conventional statistics were examined. Kao (1997) showed that the OL S estimator
is consistent for its true value, but the t-statistic diverges so that inferences about the
regression coefficient are wrong with a probability that goes to one. Furthermore, Kao (1997)
examined the Dickey-Fuller and the augmented Dickey-Fuller tests to test the null hypothesis
of no cointegration in panel data. Kao and Chiang (1997) studied the asymptotic results for
aleast-squares dummy variable (LSDV) estimator, afully modified estimator and adynamic
|east-squares estimator in a cointegrated regression in panel data. McCoskey and Kao (1998a)
proposed further tests for the null hypothesis of cointegration in panel data. McCoskey and
Kao (1998) surveyed various tests for cointegration in panel data providing Monte Carlo
comparisons. Pedroni (1997) derived asymptotic distributions for residual-based tests of
cointegration for both homogenous and heterogeneous panels. Pedroni (1996) proposed a
fully modified estimator for heterogeneous panels. Phillips and Moon (1997) developed a
sequential limit theory for non-stationary panel data. As mentioned in the previous section,
Hall, Lazarova and Urga (1999) propose a new approach to test for the number of common
stochastic trends driving the nonstationary seriesin a panel data set. In the remainder of this
section we briefly summarise the |PS and MW tests concerning unit roots testing procedure
in panel data. We finally conclude with a brief summary of the three main recent works on
cointegration in panel data.

6.1 Pand Data Unit Root Tests Im-Pesaran and Shin (1997) vs Maddala and Wu(1998)

We begin by describing the two main testing procedures for unit roots in
heterogeneous panel data. The first papers which proposed unit rootstest in panel are the
ones by Quah (1992,1994-Q henceforth) and Levin and Lin (1993-LL henceforth). Both of them
do not consider the case of heterogeneous panels even though the LL test allows for some
individual specific effects aswell asfor some heterogeneity across groups. The LL test also
requires that N/T tend to zero. Because of all those limitations, the two tests are not
considered further in this survey.
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We therefore only give detailed descriptions of the two more suitable tests for a unit
root. Thefirst test isthe one proposed by |m-Pesaran and Shin (1997, IPS henceforth) and the
second isthe oneintroduced by Maddala and Wu (1998, MW henceforth).

In terms of the Q and LL tests, the procedure test for a unit root by setting up the
following model.

Yie =1 Yie-1 T 64

The null of a unit root is then given by imposing the hypothesis that
ry=r,=...=ry=r andthentest for r =1 against the alternativethat r <1.IPSand

MW relax the assumptionthet r, =r, =..... =r  =r . Infact the null hypothesis become

r,=r=1fordli and H,:r; <1foratleastonei.ltisclear that the hypothesisthat all

components have aunit root against the alternative that all components do not have oneis
too restrictive. MW present some experiments in which the power of their test is evaluated
under the alternative hypothesis that some i H,:r; =1 while for other i isH, :r; <1.

Having said this, the main disadvantage of the MW test remainsin the way in which the test
isconstructed. Thetest is computationally intensive. The p-values of the test statistics have
to be derived by Monte Carlo simulations, so alarge volume of values must be simulated and
stored for every combination of number of lags and deterministic regressors.

Im-Pesaran and Shin (1997)

Let us consider now the IPS procedure. This test explicitly accommodates
heterogeneity across groups and for different patterns of serial correlation. Thetest is based
on averaging individual unit root test statistics for panels. In particular they propose atest
based on the average of theindividual t-test (t-bar test) that in a second version of the paper
is replaced by the average of the Lagrange Multiplier (LM) statistics computed for each
group/firm in the panel (LM-bar test).

Let

Dy, =& +ry,.+6; i=L2,..,Nandt=12...,N (46)

The null hypothesis may be defined as
H,:r, =0 foradliagainst the aternative

Hpoir;<0,i=12,.N,, r; =0,i =N, +LN, +2,... . N.
The ADF regressions
Pi
Dyis = IiYig1 +éQ,iji,t—j +a; +h, t=22..,T (47)
j=L

are estimated and the LM-statistics testing r; =0 iscomputed, i.e.

— J
(LM)yr =N7"Q LM, 1 (p;.3) @

i=1
with J, = (J,l"]i,z’"-"‘]in)l and LM; 1 (p;,J;) istheindividual statistic for testing r; = 0.
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The author show that the test only requiresthat N/T tendsto k (afinite positive constant)
andnottoOasintheLL case. Findly, the authorsin addition to the LM test also report )
LM and (LM ). LM isthestatisticswhichtestsfor r; =1, whilethe@ LM ) and Y(LM )

represent standardised version of the LM statisticswhich are asymptotically distributed as

N(0,1). It isworth noticing that the y( LM ) specifically allowsfor the different lag structure
of the single ADF test.

The are two main setbacks associated to this test. The first concerns the way the
evidence of several independent unit root test are combined. The second is that we are
evaluating unit roots at the panel data level in which the alternative hypothesis is quite
general (All have a unit root against some of them do not). The IPS paper does not
investigate the behaviour of the power of the test under different combinations of
stationary/non-stationary series present in the panel. Although we do have thisinformation
from the experiments undertaken by MW, whereit is shown that the IPS test is less powerful
than the MW test.

Maddala and Wu(1998)

The test proposed by Maddala and Wu seems to overcome some of those limitations.
AsinIPS, thetest is based on the significance of different independent tests. MW use the
Fisher test, which is anon-parametric procedure and is based on the p-values |3, with the

statistics calculated as
F=-2Slog,p. ~c? (49)

with 2N degrees of freedom and N isthe number of separated samples. The Fisher test isan
exact test and not an asymptotic test asthe IPS. MW report some simulations which reveal
the power of the test as the number of stationary seriesin the sample increases.

6.2 Panel Data Cointegration

In this section we provide a brief survey on recent developments on various tests
proposed for cointegration in panels data (M cCoskey and Kao (1998) and Banerjee (1999)
provide afurther detailed presentation of the various tests).

Wewill mainly outline and compare three recent studies which present panel data test
for cointegration: Kao (1997), Pedroni (1997) and McCoskey and Kao (1998). It isimportant
to note that the first two papers present tests where the null hypothesis of no cointegration
is considered and use residual based tests constructed (derived) from Engle and Granger type
static regression. While the last paper introduce atest of the null of cointegration and the test
isalso residual based with its analogue in the time series literature proposed by Harris and
Inder (1994) and Shin (1994).

6.2.1 Testing for cointegration in panelswith the null hypothesis of no cointegration

The first set of residual based cointegration tests for panels are based on the null
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hypothesis of no cointegration just as in the time series counterpart (see McCoskey and
Ka0(1998) for more details). There are two possible regressions whose residual s are analyzed
for stationarity. We have (@) the case of varying intercepts and common slopes and (b) of
varying intercepts and varying slopes. The first set of tests assumes aform of homogeneity
in the relationship of the variable allowing for heterogeneity only in the intercepts. We are
not reporting this case which is fully described by McCoskey and Kao (1998). Here we
concentrate on case (b) which is more relevant to the case of heterogeneous panels.

Kao (1997)

Kao proposed testing for cointegration using an ADF test for varying slopes and
varying intercepts. Suppose we have the following model

Vie=a +X%,b +g, withi =12...,N,t=22...,T (50)

The peculiarity o f thismodel isthat we test for cointegration for each cross-section
under the assumption that the cross sections are assumed independent of each other while
we allow for heteroskedasticity across the cross-sections.

The ADF test is constructed as

. . o p .
De=ri&ri+a JijDeé +V (51

tp
The null hypothesis H, : r; = 0 of no cointegration for eachi is evaluated via the test
statistic
_ (é- :I_pré-l)l/2 rAi

G aDF = T (52)
where &  isthe vector of observationsof &_;, Qx, =1 - X, (X, X)X, where X is
the matrix of observations of the p regressors ( (D&, 1,......P&. ) ; <= Tlé‘ tT:lOtzp .

To test for cointegration for the whole panel the t-statistic is
taor :WléN. 4 aF (53

i=1
which, using the result from Phillips and Ouliaris(1990) who show that the ADF converges

to afunctional of Brownian motion, it is possible to prove that thet apr is asymptotically
distributed as

'\/W(EADF - Mpe)P N@O,s iDF ) (4
Pedroni (1997)

Pedroni proposes adifferent test based on the average, across the cross-sections, of
the Phillips Z, statistics, valid for the model for varying intercepts and slopes (see Phillips

and Ouliaris (1990) for details on how to calculate the Phillips Z, statistics).
Hisfirst test considers averages of test for cointegration for each cross-section and Pedroni
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proposes the following variant of the Z, statistics:
oT . ~ ~
on A, (8c1Da-13)
Zﬁf-lzaiq t_loT ~2 (59
(@, 81

where & represents the residual from the cointegrating regression with |, correction

coefficient from variances and covariances for the single regression (see the original paper
for details).
Pedroni shows that

JIN(TZ; ,+9.05) P N(0,35.98). (56)

This second test groups the statistics such that the averaging is done in pieces so
that the limiting distributions are based on limits of piecewise numerator and denominator
terms (see the original paper plus McKoskey and Kao (1998) and Banerjee (1999) for more
details about the test)

6.2.2 Testing for cointegration in panelswith the null hypothesis of cointegration

This test, fully discussed in McCoskey and Kao (1998), is a residual based test
adapted from the cointegration test of the null of cointegration in time series proposed by
Harris and Inder (1994) and Shin (1994). It is important to note that “for models s which
consider the case of cointegration vector to change across the cross-sectional observation,
the asymptotics depend merely on the time series results as each cross-section is estimated
independently. For models with common slopes, the estimation is donejointly and therefore
the asymptotic theory is based on the joint estimation of a cointegrated relationship in panel
data’.

The model with varying slopes and intercepts may be written asfollows:

Vie=a +%.b +g, withi =12...,N,t=22...,T (57)
where X =X 1+€ , 6 =G; +U; adg; =g .1+ Qi .
Thereiscointegration if g =0 and the test proposed by McCoskey and Kao is

loN 1loT 42
_ Waile—zatzlsi,t

LM = 2 (39)
where S7 = étj:lé:tz isthe partial sum of the residuals and

2 1 aN 9T .4 59

S —Wam a. & (59)

Thetest isasymptotically distributed:

JIN(@M - m) b N@©Os?) (60)
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where m =.1162 and sn2 =.0109 fully defined in McKoskey and Kao (1998). Finally, the

authors show that the limiting distribution of the LM test is free of nuisance parameters and
robust to heteroskedasticity.

7. Conclusions

This chapter began by outlining the relatively simple traditional models used in panel
data estimation. It then illustrated the problems, which arise as dynamics are introduced into
amodel which allowsfor the possibility of heterogeneous panel members. Thiscomplication
undermines a great deal of the standard panel data results. It then discussed some of the
techniques which have been proposed to deal with these problems. We then went on to
explore some recent work which has been developing on the importance of non-stationarity
in panel data estimation. This elaboration again proves to have profound implications and it
isnot established that it isimportant to investigate both the existence of non-stationarity in
apanel and the possibility of cointegration. Finally we outlined arange of tests which have
been devel oped recently to allow usto achieve thisfinal objective.

In conclusion, we offer the following guidelines. When we are dealing with a panel of
stationary data then for an accurate dynamic panel data analysisfirst, in according with the
characteristics of the data set, one has to compare the estimatesin levels and deviations or
first differences. Statistically significant differences between the two indicate that correlated
individual effects are omitted from the regression in levels. To detect this both the traditional
Hausman and the Arellano-Bover tests can be utilised.

The efficient estimator when T is small and N is large is a "generalised method of
moments', taking thefirst differences or orthogonal deviations to eliminate the fixed effects
(Arellano and Bover, 1995). When T is large, the "within-groups" estimator provides
consistent estimates. Alternatively, the equivalent orthogonal deviations transformation
alows oneto obtain optimal generalised method of moments estimators for models with only
predetermined variables.

If the panel consists of non-stationary data then the correct treatment of the
nonstationarity becomes an over riding consideration. Recent work suggests that aggregate
relationships may perform very poorly if the micro relationships are cointegrated but with
different cointegrating vectors. Thisis not the case however when the exogenous variables
in the micro relationships are all driven by asingle stochastic trend. We argue that thisisan
empirically relevant special case by outlining a testing procedure for this condition and
showing that awell known panel data set conformsto this condition. In that case aggregate
estimation seems to perform well, as expected. Once we have detected non-stationarity in the
panel it isthen important to asses the degree to which thisis generated by asmall number of
common stochastic trends. If thisis the case the aggregate estimation may work well. If itis
not then aggregating over time and using a cross section regression is preferable. In either
case auseful way to proceed isto estimate arange of estimators and to compare the results
inthelight of our improved understanding of the performance of these estimators under non-
stationarity.

Endnotes
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G.Urga wishes to acknowledge that this work was part of an ESRC research project
(Grant N. R022251032) entitled “An Analysis of the Importance of Common Stochastic
Trends and the Methods of Selecting Them” joint with Stepana Lazarova and Stephen
Hall.

Amongst the topics omitted are the maximum likelihood (Bhargava and Sargan 1983)
and Chamberlain’s (1982, 1984) p-matrix procedures to these model s (see Sevestre and
Trognon 1990, and especially, Arellano and Bover 1989, for an overview), aswell as
all simultaneous equation systems and non-linear models (see Hsiao 1986). See
Matyas and Sevestre (1996) for further details.

In many cases one does not have panel data but samples of surveys of independent
cross-sections, called “cohorts’. “A “cohort” is defined as a group with fixed
membership, individuals of which can be identified as they show up in the surveys’
(Deaton 1985, p. 109).

This section applies only to the large T case, or to static models with strictly
exogenous regressors for small T. Static models with predetermined regressors require
methods like those of Section 3when T issmall.

bisconsistent asN ®¥ or T ® ¥ or both, whilst Fy; isonly consistent as T ® ¥

Noting that Q' Q = Q2 = Q since Q isidempotent

See Hausman and Taylor (1981), Hsiao (1985, 1986) and Arellano and Bover (1989) for
afull discussion

See Hsiao (1986) and Holly (1982) for afull discussion on tests for mis-specification,
and on the relationship between Hausman' s specification test and conventional test
procedures.

Note that an equivalent but computationally simpler statistic than (16) can be based
on the within-groups and between groups estimators (see Hausman and Taylor 1981).
Arellano and Bover (1989, p. 14). Thistest requires xit to be strictly exogenous.

Note that the “bar” notation no longer indicates the mean asit did earlier in the paper.
Holtz-Eakin, Newey and Rosen (1988) use asimilar estimator for vector autogressions
See Baltagi (1995), chapter 8, for avery comprehensive presentation of the estimator.
Bhargava and Sargan (1983), and Chamberlain (1982) developed this type of model
using the maximum likelihood estimator (MLE) and the minimum distance estimator
(MDE), respectively.

See also Arellano and Bover (1989).

Itisworth noting that inalarge T setting it isamatter of indifference whether one uses
the WG or the OD transformation to obtain the “withing-groups’ estimator, since they
will beidentical. The advantage of OD over WG arises, when doing IV, inthesmall T
setting, since OD (like first differencing) preserves orthogonality between the
transformed errors and lagged values of predetermined regressors, whilst WG does
not. It isthis orthogonality that isimportant, not whether the transformed errors are
serialy uncorrelated. If the original errors are serially uncorrelated but heteroscedastic
over time, the transformed errors after OD will be serially correlated, but remain
uncorrelated with lagged levels of predetermined regressors.

AB show that the framework so far presented can be easily extended to the case of
unbalanced panel data, i.e. when the number of time periods may vary from unit to unit
aswell asthe historical pointsto which the observations correspond (see also Hsiao
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1986, ch. 8).

18. At the end of Section 2 we reported the Hausman and Arellano and Bover tests to
detect the correlation between the unobservable individual effects and the right-hand
side variables for static models. Arellano (1993) extends the Hausman test to the case
of dynamic models, by proposing a Wald type test robust in the presence of
heteroscedasticity and autocorrelation.

19.  These causes have very different implications. For example, seria correlation in the
original errors affectsinstruments validity.

20.  E(vit vi,t-1) need not be zero.

21.  Notethat thisis not equivalent to taking first differences of the OD residuals.

22. Wethank Manuel Arellano for providing usin 1989 this still unpublished result.

23.  Notethat if X,y also denotefirst differences, then (35) reduces to the ordinary m2 test
givenin AB, equation (8).

24.  AB aso report the Sargan difference tests to discriminate between nested hypotheses
which concern serial correlation in sequential way.

25.  Anincreasing number of econometric packages can be utilised to undertake analysis
of panel data in economics. LIMDEP and TSP, for instance, produce standard
estimators (pooled, within groups and between groups, and random effects) for panel
data (balanced and unbalanced). The minimum distance estimator in L SQ and GMM
can be utilised to estimate linear, non linear, and dynamic models. Arellano and Bond
(1988), finally, have developed the DPD program written in Gauss to compute optimal
estimators and specification tests reported in this paper.
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